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Abstract — The increasing demand for software functionality
necessitates an increasing amount of program source code that
is retained and managed in version control systems, such as Git.
As the number, size, and complexity of Git repositories
increases, so does the number of collaborating developers,
maintainers, and other stakeholders over a repository’s lifetime.
In particular, visual limitations of command line or two-
dimensional graphical Git tooling can hamper repository
comprehension, analysis, and collaboration across one or
multiple repositories when a larger stakeholder spectrum is
involved. This is especially true for depicting repository
evolution over time. This paper contributes VR-GitCity, a
Virtual Reality (VR) solution concept for visualizing and
interacting with Git repositories in VR. The evolution of the
code base is depicted via a 3D treemap utilizing a city metaphor,
while the commit history is visualized as vertical planes. Our
prototype realization shows its feasibility, and our evaluation
results based on a case study show its depiction, comprehension,
analysis, and collaboration capabilities for evolution, branch,
commit, and multi-repository analysis scenarios.

Keywords — Git; virtual reality; visualization; version control
systems; software configuration management; city metaphor.

I. INTRODUCTION

This paper is an extended version of our original paper on
VR-Git [1] and extends our solution to VR-GitCity, which
incorporates a city metaphor.

In this digitalization era, the global demand for software
functionality is increasing across all areas of society, and with
it there is a correlating necessity for storing and managing the
large number of underlying program source code files that
represent the instructions inherent in software. Program
source code is typically stored and managed in repositories
within version control systems, currently the most popular
being Git. Since these repositories are often shared, various
cloud-based service providers offer Git functionality,
including GitHub, BitBucket, and GitLab. GitHub reports
over 305m repositories [2] with over 91m users [3]. Even
within a single company, the source code portfolio can
become very large, as exemplified with the over 2bn Lines Of
Code (LOC) accessed by 25k developers at Google [4]. Over
25m professional software developers worldwide [5] continue
to add source code to private and public repositories.

To gain insights into these code repositories, various
command-line, visual tools, and web interfaces are provided.
Yet, repository analysis can be challenging due to the

potentially large number of files involved, and the added
complexity of branches, commits, and users involved over the
history of a repository. Furthermore, the analysis can be
hampered by the limited visual space available for analysis. It
can be especially difficult for those stakeholders unfamiliar
with a repository, or for collaborating with stakeholders who
may not be developers but have a legitimate interest in insights
to code development. Possible scenarios include someone
transferred to the development team (ramp-up), joining an
open-source code project, quality assurance activities,
forensic or intellectual property analysis, maintenance
activities, defect or resolution tracking, repository fork
analysis, etc. Furthermore, while repositories are dynamic and
retain historical information, it nevertheless can be
challenging to readily convey these aspects intuitively using
conventional Git tooling. Especially as the size of a repository
grows in number of elements (subfolders and files), it
becomes difficult to comprehend the “big picture” as to how
it has been evolving, which areas were the focus for changing
or adding code when, and depicting the final state.

Virtual Reality (VR) is a mediated visual environment
which is created and then experienced as telepresence by the
perceiver. VR provides an unlimited immersive space for
visualizing and analyzing models and their interrelationships
simultaneously in a 3D spatial structure viewable from
different perspectives. As repository models grow in size and
complexity, an immersive digital environment provides
additional visualization capabilities to comprehend and
analyze code repositories and include and collaborate with a
larger spectrum of stakeholders.

As to our prior work with VR for software engineering,
VR-UML [6] provides VR-based visualization of the Unified
Modeling Language (UML) and VR-SysML [7] for Systems
Modeling Language (SysML) diagrams. Our original paper
described VR-Git [1], a solution concept for visualizing and
interacting with Git repositories in VR. This paper contributes
VR-GitCity, which extends our VR-Git visualization
capabilities to incorporate a 3D treemap using a city metaphor
to convey repository evolution of relative files sizes in Lines
of Code (LOC), while using vertical planes for branch and
commit analysis. Our prototype realization shows its
feasibility, and a case-based evaluation provides insights into
its capabilities for repository comprehension, analysis and
collaboration.

The remainder of this paper is structured as follows:
Section 2 discusses related work. In Section 3, the solution

2023, © Copyright by authors, Published under agreement with IARIA - www.iaria.org
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concept is described. Section 4 provides details about the
realization. The evaluation is described in Section 5 and is
followed by a conclusion.

II. RELATED WORK

With regard to VR-based Git visualization, Bjerklund [8]
used a directed acyclic graph visualization in VR using the
Unreal Engine, with a backend using NodeJS, Mongoose, and
ExpressJS, with SQLite used to store data. GitHub Skyline [9]
provides a VR Ready 3D contribution graph as an animated
skyline that can be annotated.

For non-VR based Git visualization, RepoVis [10]
provides a comprehensive visual overview and search
facilities using a 2D JavaScript-based web application and
Ruby-based backend with a CouchDB. Githru [11] utilizes
graph reconstruction, clustering, and context-preserving
squash merge to abstract a large-scale commit graph,
providing an interactive summary view of the development
history. VisGi [12] utilizes tagging to aggregate commits for
a coarse group graph, and Sunburst Tree Layout diagrams to
visualize group contents. It is interesting to note that the paper
states “showing all groups at once overloads the available
display space, making any two-dimensional visualization
cluttered and uninformative. The use of an interactive model
is important for clean and focused visualizations.” Urbanlt
[13] utilizes an iPad to support mobile Git visualization
aspects, such as an evolution view. Besides the web-based
visualization interfaces of Git cloud providers, various
desktop Git tools, such as Sourcetree and Gitkracken, provide
typical 2D branch visualizations.

The city metaphor is a well-known software visualization
paradigm. An early paper to apply it was the File System
Navigator (FSN) [14], and although it did not explicitly use
the word ‘city,” it nevertheless used a landscape paradigm
with a network of roads, buildings, and towns. MediaMetro
[15] applies the metaphor to media documents. CodeCity [16]
is a 3D software visualization approach based on a city
metaphor with the Moose reengineering framework
implemented in SmallTalk. In this context, Buildings
represent classes, districts represent packages, and visible
properties depict selected metrics. ExplorViz [17] uses a city
metaphor for live trace exploration, implemented in
JavaScript as a browser-based WebVR application using
Oculus Rift together with Microsoft Kinect for gesture
recognition. Code2Cityvr [18], which is a VR implementation
of the previously mentioned CodeCity [16], focuses on
metrics and smells for Java code.

In contrast to the above work, VR-GitCity utilizes a city
metaphor for Git repositories in VR, depicting their dynamic
evolution with regard to LOC size, while mapping familiar 2D
visual Git constructs and commit content to VR to make its
usage relatively intuitive without training. In contrast to other
approaches that apply clustering, aggregating, merging,
metrics, or data analytics, our concept preserves the
chronological sequence of commits and retains their content
details in support of practical analysis for Software
Engineering (SE) tasks. To reduce visual clutter, detailed
informational aspects of an element of interest can be obtained
via the VR-Tablet.
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III. SOLUTION CONCEPT

Our VR-Git solution concept is shown relative to our other
VR solutions in Figure 1. VR-Git is based on our generalized
VR Modeling Framework (VR-MF) (detailed in [14]). VR-
MF provides a VR-based domain-independent hypermodeling
framework addressing four aspects requiring special attention
when modeling in VR: visualization, navigation, interaction,
and data retrieval. Our VR-SE area includes VR-GitCity (a
superset of our VR-Git) and the aforementioned VR-UML [6]
and VR-SysML [7]. Since Enterprise Architecture (EA) can
encompass SE models and development and be applicable for
collaboration in VR. Our other VR modeling solutions in the
EA area include: VR-EA [19] for visualizing EA ArchiMate
models; VR-ProcessMine [20] for process mining and
analysis; and VR-BPMN [21] for Business Process Modeling
Notation (BPMN) models. VR-EAT [22] integrates the EA
Tool (EAT) Atlas to provide dynamically-generated EA
diagrams, while VR-EA+TCK [23] integrates Knowledge
Management Systems (KMS) and/or Enterprise Content
Management Systems (ECMS).

-
VR-MF  ('VR-EA+TCK [KMis | [ECvis ] ) VR-SE
Data Retrieval || VR-EAT VR-EA VR-GitCity

Enterprise i M i
[W‘ Modpels ’ Archimate \V/:¥cil! Git |
fE Enterprise VR-BPMN VR-UML
Views || [BPmn]
Interaction ATLAS - VR-SysML
Blueprints [\IR-Processte] [_]SySI\/IL
\ N Z
Figure 1. Conceptual map of our various VR solution concepts.

In support of our view that an immersive VR experience
can be beneficial for a software analysis, Miiller et al. [24]
compared VR vs. 2D for a software analysis task, finding that
VR does not significantly decrease comprehension and
analysis time nor significantly improve correctness (although
fewer errors were made). While interaction time was less
efficient, VR improved the user experience, was more
motivating, less demanding, more inventive/innovative, and
more clearly structured.

A. Visualization in VR

A hyperplane is used to intuitively represent and group the
commits related to a repository. Each commit is then
represented by a vertical commit plane. These commit planes
are then sequenced chronologically on the hyperplane as a set
of planes. Since VR space is unlimited, we can thus convey
the sequence of all commits in the repository. Each 2D plane
then represents each file involved in that commit as a tile.
These are then colored to be able to quickly determine what
occurred. Green indicates a file was added, red a file removed,
and blue that a file was modified. On the left side of the
hyperplane, a transparent branch plane (branch perspective)
perpendicular to the hyperplane and the commit planes depicts
branches as an acyclic colored graph to indicate which branch
is involved with a commit. This allows the user to travel down
that side to follow a branch, see to which branch any commit
relates, and to readily detect merges. Accordingly, the commit
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planes are slightly offset vertically, as they dock to a branch,
thus “deeper” or “higher” commits indicate how close or far
they relatively are from the main branch. Via the anchor,
commit planes can be manually collapsed (hidden), expanded,
or moved to, for example, compare one commit with another
side-by-side. In order to view the contents of a file, when a file
tile is selected, a content plane (i.e., code view) extends above
the commiit plane to display the file contents.

B.  Navigation in VR

A navigation challenge resulting from VR immersion is
supporting intuitive spatial navigation while reducing
potential VR sickness symptoms. We thus incorporate two
navigation modes in our solution concept: gliding controls for
fly-through VR (default), while teleporting instantly places
the camera at a selected position either via the VR controls or
by selection of a commit in our VR-Tablet. While teleporting
is potentially disconcerting, it may reduce the likelihood of
VR sickness induced by fly-through for those prone to it.

C. Interaction in VR

As VR interaction has not yet become standardized, in our
concept we support user-clement interaction primarily
through VR controllers and a VR-Tablet. The VR-Tablet is
used to provide detailed context-specific element information
based on VR object selection, menu, scrolling, field inputs,
and other inputs. It includes a virtual keyboard for text entry
via laser pointer key selection. As another VR interaction
element, we provide the aforementioned corner anchor sphere
affordance, that supports moving, collapsing / hiding, or
expanding / displaying hyperplanes or vertical commit planes.

IV. REALIZATION

The logical architecture for our VR-GitCity prototype
realization is shown in Figure 2. Basic visualization,
navigation, and interaction functionality in our VR prototype
is implemented with Unity 2020.3 and the OpenVR XR
Plugin 1.1.4, shown in the Unity block (top left, blue). Scripts
utilize Libgit2Sharp [25] to access the Git commit history of
one or more repositories from within Unity. Thus, data about
the repository is not stored in a separate database but accessed
on-the-fly, avoiding synchronization, data-loss, storage
format, transformation, and other issues. Note that only
realization aspects not explicitly mentioned in the evaluation
are described in this section to reduce redundancy.

Unity Git
3D Environment
Laser Pointer [l Selection Repository
via Controller Menu
3D Object Structure Repository
Selection Visualization

Repository

| Assets || Scripts |Libgit25harp )

Figure 2. VR-GitCity logical architecture.

Internally, a tree data structure is used to represent a
repository. Directory nodes represent a folder characterized by
a name and path, and may contain files or subfolders
(children). File nodes keep references to the parent directory
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node that contains them. Dictionaries are used to track the
state and the size of a node, with the commit SHA serving as
a key and used to identify the time of a change. With each
SHA commit stored in the dictionary, the difference via a file
compare is performed and the delta as Lines of Code (LOC)
is retained.

For our city metaphor visualization, a directory node is a
cuboid with equal x and z (depth) lengths. A bit matrix is used
to distribute any children (folders or files) as compactly as
possible, and these are stacked as cream-colored common
height blocks in the y dimension (height). To follow the city
metaphor, a building should be used to represent modules or
in our case files. However, we wanted to primarily convey the
dynamic evolution of the size of repository elements over
time, rather than depicting any structural modularization. So,
to be intuitive in visually transmitting the size information
dynamically over time, we chose to utilize the metaphor of a
glass of water and its fullness to represent the size state of any
file. However, to not break with the city metaphor, these can
be viewed as a glass skyscraper or glass elevator as shown in
Figure 3. It is a cuboid in blue glass tone, with the maximum
LOC file size ever reached (relative to all others) represented
by its height. Its current size is transparent glass with a glass
level to show how full it is currently (relative to max), with a
more greyish tone above to differentiate anything less than
full. The final size is marked by a grey fat slab (like concrete).
Selecting a certain commit via the VR-Tablet will depict its
changes to the repository by coloring the aqua cuboid green
for added files, red for deleted files, and blue for changed files.

As to color choices, transparent (glass) was used as the
default for building sides, in order to avoid buildings from
hiding objects behind it, to better see the foundation, and for
objects involved in a commit (opaque colors), to be more
pronounced. This also permits the metaphor of a water glass
with its fullness represented by slab levels. However, the
building colors could readily be randomly distributed or
custom-defined per object or folder by the user via a
configuration file or the VR-Tablet. Also, in place of opaque
colors, alternatively the border outlines of a building could be
color-coded for the commit accordingly.

"\ “- ?‘ : ™

Figure 3.
folders (box height is its all-time max LOC size, aqua slab its current size,
and thick grey slab the final size).

VR-GitCity: files as glass buildings stacked on their containing
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The VR-Git view functionality supports detailed commit
information visualization, with commits represented on
vertical planes. To support interaction on specific commits, an
anchor (ball) is placed on one corner of a hyperplane and is an
affordance in order to move or expand/collapse an entire
hyperplane, as shown in Figure 4. The anchors are also placed
at the left bottom corner of all commit planes and colored and
aligned with the branch with which they are associated.

Figure 4. Vertical commit planes on hyperplane with anchor affordances.
'

Figure 5. Viewing Git commit messages in VR-Tablet.

To support navigation, projects can be selected via the
VR-Tablet and provide a teleporting capability to its project
hyperplane or a specific commit plane. A list of Git commit
messages including their commit ID (Secure Hash Algorithm
1 (SHA-1)) and the date and timestamp in the VR-Tablet, as
shown in Figure 5.

V. EVALUATION

For the evaluation of our solution concept, we refer to the
design science method and principles [26], in particular, a
viable artifact, problem relevance, and design evaluation
(utility, quality, efficacy). For this, we use a case study
applying four Git repository scenarios in VR:

Repository evolution scenario
Branch analysis scenario

Commit analysis scenario
Multi-Repository Analysis Scenario

SOows
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A. Repository Evolution Scenario

To support repository evolution comprehension and
analysis, the VR-GitCity city metaphor depiction is used. Two
Repositories, denoted as R1 and R2, were used as the basis for
the scenario depictions. Note that the counting utility ignored
file types and code unfamiliar to it.

e RI consists of approximately 23 (sub)folders, 99 files,
and at least 47K LOC (across ~50 files with JSON,
HTML, JS, XML, CSS, and Markdown), as can be seen
in Figure 6.

e R2 consists of approximately 660 (sub)folders, 2700
files, and at least 123K LOC (across ~377 files with C#
and JSON), as shown in Figure 7.

65 text files.
classified 65 files

65 unique files.

25 files ignored.

github.com/AlDanial/cloc v 1.90 T=0.14 s (395.2 files/s, 353263.6 lines/s)

Language files blank comment code
JSON 15 0 0 39269
HTML 3 985 84 6108
JavaScript 17 131 94 974
XML 4 2 o 640
Css 6 116 6 527
YAML 3 5 0 56
Bourne Shell 2 11 7 40
Markdown 1 32 0 38
Dockerfile 3 13 0 24
SVG 1 0 0 1
SUM: 55 1295 191 47677
Figure 6. R1 cloc report.

| 2720 text files.

classified 2720 files

Duplicate file check 2720 files (1043 known unique)
2698 unique files.
2205 files ignored.

github.com/AlDanial/cloc v 1.90 T=1.10 s (841.0 files/s, 344980.1 lines/s)

Language files blank comment code
Unity-Prefab 410 23 0 177356
C# 344 12318 7747 68221
JSON 33 2 0 55119
XML 19 83 1 45408
SVG 77 138 77 5105
HLSL 31 931 228 3585
XSD 5 341 53 2129
Markdown 4 259 0 683
C# Generated 4 63 36 368
SUM: 927 14158 8142 357974

Figure 7. R2 cloc report.

In VR, the front and side views of the repository show
aligned stacked cream-colored blocks as (sub)folders that
provide a single quick overview of the involved (sub)folders
and their containing parent, as seen in Figure 8.

- }mﬂ -1 |;||

Ei

Figure 8. VR-GitCity R1 front view showing aligned stacked (sub)folders.
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The deepest path of subfolders is placed on the front, thus
the rear view typically shows a declining set of folder blocks
with regard to height, as seen in Figure 9. Thus, the greatest
depth of folder containment can be readily determined.

Figure 9. VR-GitCity R1 rear view with declining (sub)folder foundation.

Where applicable, additional parallel subfolders may be
viewed from the left or right side based on placement, as seen
in Figure 10. A closeup from the rear is shown in Figure 11.

Figure 11. VR-GitCity R1 closeup from the rear.

When conveying the elements affected by a specific
commit selected in the VR-Tablet, green is used to indicate
that files were added, as shown in Figure 12. Red is used for
deleted files, as shown in Figure 13. The glass thin slab level
shows the current relative size in LOC compared to other files,
with the max size being the cuboid overall height, with a thick
grey slab conveying the final file size.

4 ] o 1 |
ifobots txt |

\ N

Dockerfile’

Figure 13. VR-GitCity R1 showing deleted files in red.

Blue is used to convey files that were changed by a
commit, as shown in Figure 14. Thus, by scrolling through
commits on the VR-Tablet, a dynamic changing picture
equivalent to a video of the repository evolution is presented.
In portraying the maximum size as well as the end final size,
it can be understood to show the evolution of any single
element to its maximum as well as end target size, while not
forgetting the maximum it once had if it later shrunk (as a type
of ghosting) or a file was removed.
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Figure 15. VR-GitCity R1 overview.

An overview of repository R1 can be seen in Figure 15. It
visually and immersively conveys the grouping and
containment of elements in subfolders, the number of files, the
maximum relative sizes achieved, the current size as a fill
level, and the affected elements by a specific commit via
colors.

Figure 17. VR-GitCity R2 indicating a changed file in center as blue.

To test the scalability of the concept, the repository R2 was
used and is shown in Figure 16 and Figure 17. Note that R2
consists of over 600 subfolders and almost 10K files. While
these screenshots are not intended to be legible in this paper,
they portray the capability of VR-GitCity to scale to very large
repositories and provide a “big picture” of their evolution over
time. Up close via immersion, fly-through navigation,
selection, and the VR-Tablet, additional detailed information
about an element or affected files in a commit can be
determined.

B. Branch Analysis Scenario

To support branch analysis, our hyperplane concept with
vertical planes is used. To the left side of a hyperplane, an
invisible branch graph plane is rendered perpendicular to the
hyperplane and a color-coded list of all the branches can be
seen next to the first commit plane, seen in Figure 18. These
colored labels can be used for orientation. By selecting a
branch label, the user can be teleported to the first commit of
that branch. We chose not to repeat the branch labels
throughout the graph to reduce the textual visual clutter.
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Figure 18. VR-Git branch overview.

The branch perspective of the hyperplane (its left side)
shows a contiguous color-coded graph of the branches as
shown in Figure 19. Commit plane heights offset based on the
branch to which they are associated. This can provide a quick
visual cue as to how relatively close or far the commit is from
the main branch. A merge of two branches is shown in Figure
20.

Figure 19. VR-Git branch tree graph.

Figure 20. Branch merge.

Merge pull request #1 from JayB95/new-ui

riation to list
ns, finished initialization

Figure 21. Example Git log terminal output
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As a reference, the terminal output in Git is shown in
Figure 21. In contrast, VR-Git provides equivalent branch
information, providing the labels and also using different
branch colors and spatial offsetting to indicate which branch a
commit relates to. To reduce visual clutter, commit messages
are not shown on the planes, but rather the VR-Tablet, which
includes the commit messages, timestamp, and commit ID
(SHA). Note that the commit ID is displayed at the top of each
commit plane to both differentiate and identify commits.

C. Commit Analysis Scenario

Git commits are a snapshot of a repository. In a typical
commit analysis, a stakeholder is interested in what changed
with a commit, i.e., what files were added, deleted, or
modified. To readily indicate this, tiles labeled with the file
pathname are placed on the commit plane to represent
changed files, with colors of green representing files added,
blue changed, and red for deleted. This is shown in Figure 22.
In addition, the number of lines of text are shown at the bottom
or a tile, with positive numbers in green indicating the number
of lines added, and negative red values below it for the lines
removed.

Figure 22. Commit files added (green), changed (blue), deleted (red);
number of lines affected indicated in each tile at the bottom.

The ability of VR to visually scale with commits affecting
a very large number of files is shown in Figure 23. As we see,
there is no issue displaying the data, and VR navigation and
the VR-Tablet can be used to analyze the commit further.

Figure 23. VR-Git commit visual scaling example for a very large file set.
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Figure 25. Multiple repositories from a wide perspective.
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Commits affecting a large number of files can be readily
determined, as seen in Figure 26. This can support analysis to
quickly hone in on commits with the greatest impacts.

Figure 26. Multiple repositories showing commits affecting a large number
of files.

Updated Project Structure

Figure 27. Code View: collapsed and scrollable (left) and expanded (right).

By selecting a specific tile (file), a file contents plane (i.e.,
code view) pops up displaying the contents of that file for that
commit, seen in Figure 27. Since file contents can be too
lengthy and wide for practical depiction in our VR-Tablet, we
chose to display the plane above the commit plane, providing
a clear association. The contents are initially scrollable, and
can be expanded with the plus icon to show the entire file
contents if desired. Since VR is not limited, one can navigate
by moving the VR camera to any part of the code plane to see
the code there.

D. Multi-Repository Analysis Scenario

To support multiple repository analysis, hyperplanes are
used to represent each separate repository. Via the anchors,
these can be placed where appropriate for the user. Branch and
commit comparisons can be made from the branch
perspective, with visual cues being offered by the element
tiles, as shown in Figure 24. Here, one can see how the
branches developed with their commits. A larger visual
depiction of multiple repositories is shown in Figure 25. This
shows how the VR unlimited space can be used, e.g., to
determine which ones involved more commits, or where
larger commits with more elements were involved via the
extended commit planes.
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E. Discussion

In summary, the evaluation showed that VR-GitCity
supports comprehension and analysis for key Git scenarios in
VR, including a repository’s evolution, commits, branches,
and scalable multi-repository comparisons. The city metaphor
is used to convey the dynamic evolution of a repository
visually and immersively, depicting the grouping and
containment of elements in subfolders, the number of files, the
maximum relative sizes achieved, the current size as a fill
level, and colors affected elements of a specific commit.
Branch comprehension and analysis were supported via the
branch plane. Commit comprehension and analysis were
supported via the commit planes, which readily showed the
number of files involved in a commit (based on the number of
tiles) and via their color if they were added, removed, or
changed. The metrics in each tile show the number of lines
affected. Multi-repository analysis showed the potential of
VR to display and compare multiple repositories, where the
limitless space can be used to readily focus and hone-in on the
areas of interest or differences between repositories. This type
of visual, immersive multi-repository analysis could support
fork analysis, intellectual property analysis and tracking,
forensic analysis, etc.

VI. CONCLUSION

VR-GitCity contributes an immersive software repository
experience for visually depicting and navigating repositories
in VR. It provides a convenient way for stakeholders who may
not be developers yet have a legitimate interest in the code
development to collaborate. This can further the onboarding
of maintenance or quality assurance personnel. The solution
concept was described and a VR prototype demonstrated its
feasibility. Based on our VR hyperplane principle,
repositories are enhanced with 3D depth and color. Interaction
is supported via a virtual tablet and keyboard. The unlimited
space in VR facilitates the depiction and visual navigation of
large repositories, while relations within and between
artifacts, groups, and versions can be analyzed. Furthermore,
in VR additional related repositories or models can be
visualized and analyzed simultaneously and benefit more
complex collaboration and comprehension. The sensory
immersion of VR can support task focus during
comprehension and increase enjoyment, while limiting the
visual distractions that typical 2D display surroundings incur.
The solution concept was evaluated with our prototype using
a case study based on typical Git comprehension and analysis
scenarios: branch analysis, commit analysis, and multi-
repository analysis. The results indicate that VR-Git can
support these analysis scenarios and thus provide an
immersive collaborative environment to involve and include
a larger stakeholder spectrum in understanding Git repository
development.

Future work includes support for directly invoking and
utilizing Git within VR, including further visual constructs,
integrating additional informational and tooling capabilities,
and conducting a comprehensive empirical study.
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Abstract—The impact of a supplier or transportation link
breakdown in a supply chain can strongly differ depending on
which nodes/links are affected. While the breakdown of produc-
ers of rarely needed products or backup suppliers might result
in no or only minor repercussions, the breakdown of central
suppliers or transportation links, also called critical nodes/links,
can be fatal and may cause a severe delivery delay or even a
complete production failure of certain product lines. Therefore,
it is of high importance for a company to identify its critical
nodes/links in the supply chain and take precautionary actions
such as organizing additional backup suppliers or alternative
ways of transportation. In this paper, we describe a novel method
to identify critical groups, nodes, and links in a supply chain
based on robust optimization, which has the advantage that
supply chain risks are considered, and also precise risk cost
estimates regarding the possible breakdown of each supplier node
are provided. Afterwards, we introduce the concept of Crifical
Groups, which is a generalization of Critical Nodes to potentially
more than one supplier. Finally, we demonstrate this method on
an example supply chain and discuss its distribution of critical
nodes, links, and groups.

Keywords—supply chain management; critical nodes; critical
groups; critical links; robust optimization; supply chain risks.

I. INTRODUCTION

Note that this paper is an extended version of [1]. In
comparison to the original paper, we revised and extended
our optimization model to include change-over costs and fixed
penalties. In addition, we discuss an important generalization
of critical nodes that we term critical groups.

Supply chain disruption may cause severe loss of sales and
revenue. Therefore, a thorough risk analysis of the supply
chain is of high importance. Falasca et al. [2] identified three
major determinants of supply chain risks, which are:

o Density (cf. Figure 1)
o Complexity (cf. Figure 2)
e Critical Nodes (cf. Figure 3)

The first determinant of supply chain risks according to
Falasca et al., supplier density relates to the number of
suppliers residing inside a certain region. In this paper, we
slightly generalize the concept of density according to Falasca
and Craighead [2], [3] and also refer to a high density if a
high number of suppliers reside in the same country even
if these suppliers might not be geographically located close
to each other. A high density increases the probability of
joint supplier failures due to similar geological, economic,
or political influences on neighboring suppliers. We will call
a group of neighboring suppliers with a high joint dropout
impact a critical group.

Craighead et al. [3] assess the complexity of a supply chain,
which is the second determinant of supply chain risks, by
the number of its nodes (suppliers) and edges (transportation
links). The more complex the supply chain is, the higher can
be the supply chain risk since a highly complex supply chain
structure can complicate the logistics as well as the production
processes. However, the authors point out that a high complex-
ity can also mean that the supply chain contains redundancies
and backup suppliers, which would increase its resilience.
Consider as an example the supply chain in Figure 2. If
supplier A breaks down on the low-complexity supply chain
on the left subfigure, the whole chain is interrupted and non-
operational because the goods on the left side of the subfigure
can no longer be transported to any of the suppliers on the right
side. However, on the more complex supply chain on the right
subfigure, supplier A can partly be bypassed by nodes B and
C, which effectively mitigates a potential failure of node A.
Thus, the effect that a high complexity has on the supply chain
risk is not as clear as for the other two determinants (density
and critical nodes). Therefore, we chose not to propose an
assessment measure for supply chain complexity and will not
discuss this topic any further in the remainder of this paper.

Finally, the third determinant of supply chain risk is given
by its critical nodes. Craighead et al. [3] define criticality as
the relative importance of a given node or set of nodes within a
supply chain (see Figure 3). A breakdown of a critical node has
typically severe implications, such as serious delay or even a
complete collapse of the production process for certain product
lines, which can result in non-fulfillment of customer demand.
Consequently, the affected company suffers lost revenue and
faces a potential non-delivery contract penalty. Thus, it is of
great importance to identify the critical nodes in the supply
chain and mitigate their possible breakdown risks by imple-
menting precautionary measures such as organizing backup
suppliers.

The concept of critical nodes can also be transferred to
important transportation links. A link in a supply chain de-
notes a certain transport mode (e.g., airplane, truck, or ship
transportation) and a route between two suppliers or between
a supplier and a customer. Analog to the definition of critical
nodes, a critical link denotes a link that is of high importance
for the total supply chain. Critical links should therefore be
secured by identifying alternative means of transportation.

The rest of the paper is structured as follows. Related work
is given in the upcoming section (Section II). The employed
optimization model is given in Section III. In Section IV, we
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Low supply chain density High supply chain density
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Fig. 1. Different degrees of supply chain density [2].

Low supply chain complexity High supply chain complexity

A A

B

Fig. 2. Different degrees of supply chain complexity, slightly modified from [2].

Low supply chain node criticality High supply chain node criticality

Fig. 3. Supply chain with (right) and without a critical node (left) [2].
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describe how the node criticality is assessed and discuss the
obtained results. Critical groups are discussed in Section V.
Finally, we conclude the paper with Section VI where we
summarize our contribution and give potential future work.

II. RELATED WORK

Zhang and Han [4] as well as Yan et al. [S] propose to use
network centrality (especially degree, betweenness centrality,
and eigenvalue centrality) as indicators for the criticality of a
node in a supply chain.

Gaura et al. [6] assess the criticality of a certain network
node by determining the decrease in network efficiency when
this node is removed from the network. The network efficiency
is measured by the normalized sum of the reciprocal of graph
distances between any two nodes in the network. Prior to
applying their approach, nodes with low clustering indices are
removed from the network, wherefore the authors termed their
approach clustering-based.

The approaches described so far assess a node’s criticality
alone by topological network measures. In contrast, Falasca et
al. [2] propose to also consider throughput through the supply
chain but fail to suggest a concrete measure. Sabouhi et al.
[7] consider a node as critical, if the throughput through this
node as determined by solving a linear optimization problem,
exceeds a certain predefined threshold. However, this measure
does not take the use of backup suppliers into account as we
do here, which can de facto reduce the node criticality of
alternative suppliers.

There are also some existing approaches to identify critical
links. Scotta et al. [8] introduce the so-called Network Ro-
bustness Index (NRI), “for evaluating the critical importance
of a given highway segment (i.e., network link) to the overall
system as the change in travel-time cost associated with
rerouting all traffic in the system should that segment become
unusable.” Note that the NRI only takes costs into account that
are directly transportation-related but disregards repercussions
of item non-delivery for downstream production processes as
we considered in our proposed method.

We chose to use a robust optimization model as a basis for
our risk cost estimation. Such a model is oftentimes employed
for supply chain optimization under uncertainties. Kim et
al. introduce [9] such a model, which maximizes profit in
a closed-loop supply chain scenario also considering repairs
and recycling of products and materials. The uncertainty
arises since the available budget for uncertainties and repairs
is unknown and can assume one of possible three values.
Babazadeh and Jafar Razmi [10] propose a mixed integer
linear programming model based on robust optimization that
minimizes production, inventory, and transportation costs un-
der 4 different economic growth scenarios.

Alternatives to the scenario-based robust/stochastic opti-
mization approach are the use of the value at risk and the
conditional value at risk. The value at risk specifies a certain
quantile of the probability density function of the production
loss. The closer this quantile is to the expected value of the
distribution, the less is the variance of the loss and therefore
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also the risk. In contrast, if this quantile is located far away
from the expected value, the probability density curve must
be quite flat and therefore the variance and also the supply
chain risk are rather high. Thus, the distance between the
value at risk and expected value should be minimized for
obtaining a low-risk supply chain configuration. Khorshidi
and Ghezavati [11] use the value at risk approach to obtain
the best possible location of facilities to minimize production
loss. The downside of the value at risk-based methods is that
they consider only a single location on the probability density
curve, which can make this measure unreliable as risk estimate
in certain situations. Therefore, nowadays, the value at risk
is oftentimes replaced by the conditional value at risk that
considers the weighted average of the loss beyond the chosen
quantile. A supply chain optimization approach based on the
conditional value at risk is introduced by Azad et al. [12]. In
particular, they minimize the conditional value at risk of the
lost capacity to determine the optimal amount of investment
for opening and operating distribution centers. We opted for
the scenario-based robust optimization approach since value at
risk as well as conditional value at risk require the probability
distribution of the production loss/costs, which is difficult to
obtain in practice.

III. EMPLOYED OPTIMIZATION MODEL

Our approach is based on robust optimization, which itself
is based on stochastic optimization, which again is based on
a deterministic optimization model.

We describe each of these three models subsequently in the
following sections starting with the most basic one.

A. Deterministic optimization model

The deterministic model disregards any potential risk for
the supply chain and determines the minimum costs of the
so-called “happy flow”, which denotes the best-case situation
that no supply chain disruption occurs. Since such a model
contains no stochastic part, it can be computed very efficiently.
Note that we use, due to the computational complexity of the
stochastic and robust model, a single period of 12 months for
all of our 3 optimization models, over which we aggregate the
total customer demand.

The following constants must be specified beforehand:

e dj,: demand at location j for product z

e cjj: cost to move one kg over one km from location 4 to
J

e pc;,.: cost to produce one item of product z at supplier
location ¢

e ay,: number of items of product  to produce one amount
of product z

e cap,,: production capacity of product z at supplier loca-
tion ¢

e in;,: initial number of items of product z contained in
the inventory at supplier location ¢

e ic;,: inventory cost for storing z at location @

o dist;;: geographical distance between locations ¢ and j

o weight,: weight of product z
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e coc;: change-over costs of supplier ¢. These costs arise
if the supplier produces at least one item. Later on in
the stochastic and robust optimization model, we assign
change-over costs to all suppliers that are not part of
the Happy Flow scenario, i.e., the scenario without any
supply chain disruptions.

The following decision variables are to be determined by the
optimizer:
e Tj;.: number of items z that are moved from location
to j
e IT;;: internal transfer of item [ from inventory at location
i
e P;,: number of items z produced at supplier ¢
e WT;,: number of items z removed from the warehouse
of supplier ¢
o US;: use supplier ¢ in the supply chain
Model constraints:

o dj. <>, Tij.: demand of item z at location j is met

o > P, =ITy+Y, Try: number of items [ required
to build items z at location ¢

e P, < cap,,: supplier at node ¢ can at most produce cap,,
items for product z

o P, +WT;, > Zj T;j.+IT;.: produced + removed from
the inventory of supplier ¢ > number of items transported
from supplier ¢

o WT,, < in,, for each item z and supplier i: inventory
contents cannot become negative

e US;, =1« Zz P;. > 0: A supplier ¢ is considered to be
used in the supply chain if it produces at least one item.
This constraint is implemented by means of the so-called
big-M approach.

The following objective is used:
Min. costSorq; With:

COStStotal © = Z T3j2Cij. dist;jweight ,

1J%
(D
+ Z(Pizpciz +ingyici,) + Z US;coc;

B. Stochastic optimization model

The stochastic model takes supply chain risks into ac-
count and computes the expected value of the supply chain
costs (E(C)) determined over all generated risk scenarios.
In a stochastic optimization setting, the set of risk scenarios
describes the potential hazards for the whole supply chain.
Hence, the nine scenarios from our case company’s supply
network are used as input for the stochastic optimization
approach, which are given in Table 1.

The stochastic optimization model determines the minimal
supply chain costs under these risks and estimates the supply
network resilience of the entire supply chain. Note that certain
inventory costs are currently still disregarded in our model
but may be considered for future work. We have expanded
our initial deterministic optimization model as follows. First,
each decision variable is assigned an additional index denoting
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TABLE I
SUPPLY CHAIN DISRUPTION RISK SCENARIOS FOR OUR EXAMPLE SUPPLY
CHAIN.
Number  Risk Scenario
1 Product line simplification of supplier 1 - supplier no
longer delivers the component due to strategy change
2 Product line simplification of supplier 2 - supplier no
longer delivers the component due to strategy change
3 Covid19 pandamic
4 Cyber attack
5 Transport disruption
6 Supplier disruption due to export restrictions
7 Delivery problems of a certain part from supplier 3
8 Delivery problems of a certain part from supplier 4
9 Happy Flow - no disruptions

the associated risk scenario. For instance: P;,; denotes the
number of item z produced at location ¢ in risk scenario s.
Furthermore, an additional decision variable named Missed; .5
has been included to denote the shortfall of a produced
item z at location j for risk scenario s with respect to the
actual demand. To represent the effect of a missed demand,
we define a variable (per item) non-delivery penalty term
penj.. The penalty is invoked when the demand for item j
and location z cannot be met (Missed;.; > 0). The non-
delivery penalty comprises lost revenue and a possible contract
penalty. As a result, the demand constraint changes as follows:
dj. < Missedj.s+ >, Pi.sTi;.s for every scenario s and the
objective function becomes:

Min. E(C) )

where
E(C) = Z Csps

= Z Tij-scij-dist;;weight . p,
1j2s
+ Z(Pizspciz + anz iciz)ps
128
+ Z up,;, Missed,.sps 3)
jzs
+ Z ]]-Missedjzs>0fpjsps
jzs
( Missed demand is penalized.)
+ Z USiscocips
is
with p, specifying the probability of occurrence of risk sce-

nario s and C denoting the total supply chain cost in the
broad sense (see Section III-C) as follows

Cy = Z T3 2sCij-dist;jweight,

1j%

+ Z(Pizspciz + iniziciz)

1z

“4)
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+ Z vpszissedjzs
Jjz

+ Z ]]-Missedjzs>0fpjs
jz

+ Z US;scoc;

The expression 1 aissed;,.>0 fpjS is modeled by means of a
big-M approach. The supply chain cost estimate is given by the
objective of this stochastic optimization problem formulation.

C. Robust optimization model

A supply chain disruption can cause an unmet demand,
which decreases the production, transportation and inventory
costs (costs in the narrow sense), since fewer items are
produced, transported and stored but increases the sum of
the costs in the narrow sense and non-delivery penalties
comprising of lost revenues and a potential contractually
agreed payment (costs in the broad sense). We differentiate
between a variable per-item penalty and a fixed non-delivery
penalty that is imposed as soon as a certain number (here 1)
of items could not be delivered. The aggregated variable non-
delivery penalties and the decrease in costs in the narrow sense
are considerably correlated with each other. Therefore, unmet
demand causes a non-negative costs variance for both the costs
in the narrow and in the broad sense. Furthermore, a supply
chain setting that minimizes the variance of the costs in the
narrow sense would also have a comparatively small variance
of the costs in the broad sense. A high variance of costs means
a high unsureness about the actual costs and therefore a high
risk. Thus, it is an important aim for a risk-averse decision
maker to reduce the unsureness and therefore also the costs
variance. We decided aiming to minimize the variance of the
costs in the broad sense, since otherwise, the imposition of a
fixed (item-independent) non-delivery penalty would not have
any influence on the costs variance since the optimization
objective already contains the variable non-delivery penalty.

The robust model introduces an additional constant o that
specifies the risk affinity of the decision-maker [10] [13].
Large values of o cause a considerable increase in the costs
accounting for the unsureness about the actual costs. Thus,
a risk-averse decision-maker would select a rather high o,
whereas a risk-tolerant decision-maker would select a small
value or drop this term altogether. Thus, the objective function
changes to:

Min. E(C) + oV(C) (5)

where E(C) is defined in Equation 4. Since the computation
of the variance requires quadratic programming, we decided
to approximate it by the absolute variance [10] [14]:

Vabs(c) = Zps‘cs - E(C)| (6)

The absolute variance can be modeled by linear programming
as follows. First, we introduce additional non-negative de-
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cision variables : ¢(s)* und ¢(s)~ with the following two
constraints:
6t > pu(C. ~ B(0)) 0
¢s = ps(E(C) = Cs)
The objective function is then given by:
Min. E(C) + Y o(¢f + ¢7) ®)

¢ captures the part of the variance, where the costs exceed
their expected value, whereas ¢ captures the remaining part,
where the costs fall below their expected value. It can be
shown that for the absolute variance, both parts must coincide.
Thus:

s = ¢ = b5 ©)
With this, the constraints in (7) simplify to [14]:
¢s = ps(Cs —E(C)) (10)
and the objective function changes to
Min. B(C) + > o - 26, (11

We call the objective value of this optimization problem the
risk costs of the associated supply chain in the remainder of
the paper.

IV. ASSESSING NODE CRITICALITY

Thus far, we have explained our robust optimization model,
which is the basis for our proposed node criticality assessment.
In particular, the robust optimization method as described
above estimates the supply chain‘s risk costs that are com-
posed of the expected total supply chain costs considering
several disruption risk scenarios and their variance. A large
variance implies that the supply chain costs can vary strongly
depending on the occurred risk scenarios. In this case, there
is high uncertainty about the incurring costs and therefore
the overall supply chain risk is quite high. In contrast, low
variance means that the supply chain costs do not deviate much
across the scenarios. In this case, the overall supply chain risk
remains small. The risk costs are leveraged in our approach
for identifying the critical nodes of the supply chain.

By using risk costs instead of ordinary deterministic costs,
we obtain more accurate criticality assessments of the nodes.
Consider for example the case, that an important supplier .S
is backed up by a second supplier, which is threatened by
probable bankruptcy. In a deterministic setup, the supplier .S
would be assigned a low criticality because of the provided
backup supplier. However, in case supply chain risks are
considered, the criticality of supplier S remains high due to
the foreseeable default of the backup supplier.

In our approach, a supplier node is considered critical,
if its complete breakdown causes a high increase in risk
costs of the supply chain, which can be estimated by our
robust optimization approach. In contrast, a node is considered
uncritical, if the total risk costs of the supply chain do not
change in case the associated supplier breaks down and can no
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Fig. 4. Part of our example supply chain, where supplier nodes and transportation links are colored according to their criticality.
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Fig. 5. Boxplot comparing the costs distribution of nodes and groups.

longer produce or deliver any goods. Therefore, we consider
the criticality of a node being proportional to the overall risk
costs increase of the supply chain when the node in question
is removed. We will call in the remainder of the paper the risk
costs of the supply chain, in which a certain supplier node n
is removed, the risk costs of this node n.

A node in the supply chain network can represent either a
supplier or a customer, while the edges represent transportation
links either between two suppliers or between a supplier and
a customer. We consider in the following an example supply
chain with 40 customers, 80 suppliers, 200 components and
products, 200 transportation links, and 400 product demands.
Due to its size, we only depict a part of the total supply
chain in Figure 4, which has similar characteristics in terms
of critical links and nodes as the total supply chain.

Each supplier node in this network is colorized according to

its criticality. Suppliers are colored green if the risk costs of the
supply chain are not increased by its potential breakdown, they
are colored yellow if the supply chain risk costs are increased
by a certain threshold factor f; (we use 30%), and red if the
costs were increased by a second larger threshold factor fo
(we use 60%) or more. Note that the exact values of factors
f1 and f5 can vary depending on the corporate branch and the
degree of competition. For costs increases between 0 and fi,
we interpolate the RGB color values linearly between green
(red=0, green=255, blue=0) and yellow (red=255, green=255,
blue=0), for costs increased between f; and fo, we interpolate
the color values between yellow and red (red=255, green=0,
blue=0). Customers are not associated with any production
risks and therefore their associated graph nodes are not colored
and instead visualized by unfilled circles. The entire process
is illustrated in the form of pseudocode in Figure 6.
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Like critical nodes, we also visualize critical links in the
supply chain. Analog to the node case, they are colored in
green if uncritical, in yellow if somewhat critical, and in red
if critical. Again, mixtures of the colors red and yellow as
well as green and red are possible. In case there are several
transportation modes available between two connected nodes,
we consider only the most critical mode for the visualization.
Note that a link originating from an uncritical supplier node
must also be uncritical. However, the opposite does not hold.
A link originating from a critical supplier node, can be con-
sidered uncritical, if alternative (backup) transportation modes
are available.

The most critical node in our example supply chain would
increase the risk costs by 50% in case of failure. Furthermore,
by far the largest part of the suppliers is considered rather crit-
ical by our chosen definition of f5, which is caused by the fact
that backup suppliers are missing in most cases. The remaining
suppliers are to the same part either non-critical (visualized in
green) or somewhat critical (visualized in yellow). In contrast,
the distribution of links is much more balanced. Almost
56% of the links are regarded as critical, the rest is either
somewhat critical or uncritical. In particular, transportation
links leading to a customer are all considered uncritical due
to existing alternative transportation modes, while most of the
inter-supplier links are critical. Optimally, the decision-maker
should supply backup suppliers/transportation modes for all
critical nodes and links so that all critical nodes / links become
somewhat critical or uncritical.

V. IDENTIFICATION OF CRITICAL GROUPS

A high supply chain density is not critical per se but only
if all suppliers located in a close proximity have a common
risk trigger like a natural disaster (see Figure 7) or certain
political or economic circumstances (cf. [15] for an overview
of major supply chain disruption risks). We call a group of
such suppliers critical if their common failure would have a
strong impact on the total supply chain costs. A critical group
is in principle an extension of the concept of a critical node.
Members of the same critical group are oftentimes located
in a geographical neighborhood, although this is not a strict
requirement. The criticality of a group is determined analogous
to the criticality for nodes or link as presented earlier by risk
costs. In particular, the risk costs of a group are given by
the risk costs of the supply chain (including lost revenue and
potential contract penalties due to missed demand) in which
all the individual group members are blocked and are not
able to produce (and potentially also deliver) any goods. A
group is considered critical if the failure of the entire group
considerably increases the supply chain costs so that they
exceed a certain predefined threshold value.

The identification of critical groups gives the decision
maker another criteria to identify potential weaknesses and
bottlenecks in the supply chain. After their identification, s(he)
has the following options to mitigate potential repercussions
of a complete group failure.
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1: procedure GET_RISK_COSTS_COLOR(nodes,costsys)

2 Input nodes: list of total supply chain nodes

3 Input costsyy: “happy flow” costs

4: red := (255,0,0)

5: green = (0,255,0)

6 yellow := (255, 255,0)

7 hm := {} # associated risk costs of a node

8 hm_color := {} # associated RGB values for a node
9: for n € nodes do

10: if type(n)==Supplier then

11: costs := obj_value(min costs(nodes\{n}))
12: hm[n] := costs

13: if costs < (14 f1)costsys then

14: w = (costs — costsps)/(f1 - costspy)

15: hm_color[n] := w-yellow+ (1—w)- green
16: else if costs < (1 + f2)costsys then

17: df :== fa— 1

18: dcosts := costs — (1 + f1)costsys

19: w = dcosts/(df - costsyy)

20: hm_color[n] := w - red + (1 — w) - yellow
21: else hm_color[n] := red

22: end if

23: end if

24: end for

25: return hm, hm_color

26: end procedure

Fig. 6. Identification of risk costs and node criticality for all suppliers.

Fig. 7. Supplier group with a volcano as a common risk trigger.

e (S)he can reduce the impact of an occurred risk, usually
by providing a backup supplier for each member of a
critical group.

¢ (S)he can reduce the probability that the risk occurs. Note
that this option might not always be available, since the
decision maker can oftentimes not directly influence the
underlying cause of the risk.

¢ (S)he can resolve the risk scenario altogether by replacing
all group members with equivalent suppliers that are not
affected by the risk in question. For instance, if a certain
set of suppliers is located in the immediate neighborhood
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TABLE II
RISK SCENARIO AND ASSOCIATED SUPPLIER GROUPS.

Risk Scenario Potential group members

Labour Strike suppliers in the same country and of identical
corporate branch

suppliers in the vicinity of where the natural
disaster is expected to occur

all suppliers in this country

Natural Disaster

Political Instability
(e.g., danger of coups)
in a certain country
Vulnerability to cyber
attacks

suppliers with a strong dependencies on IT in-
frastructure that is accessible from outside, e.g.,
companies conducting e-commerce and selling
their goods and services directly to the end-
cunsumer over the internet.

of an active volcano, the decision maker can replace them
with suppliers in a different geographical area.

Note that different types of the same risk (e.g., political
instabilities of two different countries) should be modeled as
separate scenarios, since they usually have different repercus-
sions and occurrence probabilities.

In Table II we give some examples of risk scenarios and
associated potential supplier groups. The groups and supplier
we used in our evaluation are specified in Table I. Note that
all risk scenarios, affected supplier groups, and risk occurrence
probability are currently manually specified. In principle, the
affected supplier groups could be at least partially determined
automatically by statistical analysis if enough background data
is available.

The 8 groups in our supply chain are displayed in Figure 8.
The nodes are colored from light to dark according to their
criticality ranking ranging from 1 (most uncritical) to 8 (most
critical) whereas darker color means a higher criticality. In
case, a supplier belongs to several groups, the supplier is
drawn in the color of its most critical group (associated colors:
yellow, light orange, dark orange, green, blue, purple, brown,
black). In this figure, the coloring only depends on the ranking
from 1 to 8, while the costs are not directly reflected. In
addition, all groups with a criticality level nearer to critical
than to somewhat critical are displayed in an increased size.
The figure shows that most groups in our example supply chain
are critical, that the group size is rather moderate ranging from
1 to 4 suppliers and that several times a supplier belongs to
different groups, thus the most uncritical group colored in
yellow does not show up at all in the graph. In addition, it
can be perceived that suppliers belonging to the same group
show up in neighboring locations of the supply chain.

We also compared the risk costs distribution of critical nodes
and critical groups. As can be seen in Figure 5, the risk costs
of the groups usually exceed the ones of the nodes but not
by a high margin. This might seem slightly surprising at first
sight, since a group usually contains of several suppliers, thus
a group failure should normally have a higher impact than
a failure of a single supplier. Furthermore, the interquartile
range (IQR) of the risk costs is considerably lower for the
groups than for the nodes, i.e., for the former, the risk costs
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are more concentrated around the median of the distribution.
This effect is mainly caused by the fact that there are some
uncritical nodes, whose failure do not cause a considerable
risk cost increase, while a group failure has almost always a
large impact on the supply chain.

However, only our example scenarios 3 and 4 involve the
failure of several suppliers and these suppliers are highly
dependent of each other since a supplier as well as its direct
upstream suppliers are affected by the risk scenario.

VI. CONCLUSION

We described a method for identifying critical groups,
nodes, and groups in a supply chain based on robust optimiza-
tion. In contrast to other state-of-the-art methods, our method
is very precise since it not only considers network topology
but also network throughput as well as possible supply chain
disruption risks. Furthermore, our method provides a concrete
risk costs estimate for the breakdown of each supplier, group,
and transportation link. In addition, we provided a represen-
tation as a risk graph that allows for easily pinpointing the
supply chain vulnerabilities by a decision maker.

Furthermore, we applied our method on a real-world supply
chain to analyze its vulnerbilities. The analysis revealed that
most of the supplier nodes were considered critical with our
employed threshold. Moreover, it could be shown that in
average, the groups were only slightly more critical than node
in terms of cost increase, which is caused by our specific risk
scenario setup.

Currently, risk scenarios, supplier groups, and risk occur-
rence probabilities are all specified manually. A potential fu-
ture work is to obtain the supplier groups affected by a certain
risk by using statistical analysis of available background data.
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Abstract—Sensors and Internet of Things systems have become
quite important to support decision-making in agriculture. In
such a context, smart farming has emerged as a new opportunity
for food production based on a sustainable development concept,
since the rational use of agricultural inputs is now a reality. One
of these opportunities is the application of precision agriculture
for weed control. This paper presents the characterization of an
embedded stereo system using camera sensors, Internet of Things
principles for computational intelligence tasks. For validation, it
has been used the Modular Transfer Function concept, that is,
taking into account not only the calibration of the sensors, but
also of the 3D system, memory use and energy consumption
for a long term operation. Furthermore, the results clarify
details related to the implementation and construction of such
a 3D system, which in fact aims to control invasive plants in
agricultural crops.

Keywords—camera sensor; stereo vision; embedded platform;
IoT sensors; agricultural industry.

I. INTRODUCTION

Agriculture is a very important source of food, feed, fiber
and even fuel. Despite this, agriculture currently faces the
challenge of increasing its production in response to the
demand of continued population growth, taking precautions
against the various adversities caused by the climate and
minimizing the impact of man on nature.

Recently, a previous study regarding an Internet of Things
(IoT) system for agricultural application was presented at
the Eighth International Conference on Advances in Sensors,
Actuators, Metering and Sensing (ALLSENSORS 2023) [1].

IoT devices have been used in agriculture, mainly in tasks
that aim to reduce waste of resources. As examples of applica-
tions, IoT can help with the storage of agricultural products,
smart irrigation, soil monitoring, nutrient management, pre-
cision agriculture, intelligent livestock management and crop
monitoring. In irrigation, devices can automate the process
intelligently, collecting data from the soil with temperature
and humidity sensors, and using the collected and historical
information to train a model to decide the best time to activate
irrigators. Other information can be collected from the soil
by sensors, such as pH and nutrient content, allowing the
choice of the best plant breed for certain soil parameters. This
information can be controlled and monitored remotely via web
or mobile applications. The sensors can also track the farm
and with the data collected, farmers can plan their farming
activities such as seed selection, sowing, amount of fertilizer
used, harvest date and expected yield amount [2].

One of the approaches aimed at increasing productivity in
the field is the reduction of losses due to factors exogenous
to crops, such as competition resulting from the presence of
invasive plants. The presence of weeds in the cultivation area
can decrease crop yield by more than 50% just by competing
with the moisture present in the soil, causing more damage
than invasive animals, diseases and other pests [3]. Therefore,
weed control is essential so that the nutrients present in the
soil, the development space and the reception of sunlight
remain exclusively for the plant of interest [4].

Moreno and Cruvinel presented previous studies related to a
stereo camera’s system [5], and the development of a software
based on semantic computing concepts for the segmentation of
weed plants [6]. Even though there are systems that perform
plant phenotyping [7], none have combined the information
generated by stereo images, as the system developed can also
provide the height of the plants as data to assist in the task of
deciding the correct quantity of product in the region. Of the
works that use more than one camera to obtain images, there is
a greater focus on 3D reconstruction of plants, which allows
generating a point cloud representation of the plant from a
depth map [8].

Although the use of pesticides has already been established
to deal with this problem, technological applications aimed at
the rational use of inputs are desired. Among such technolo-
gies, Computer Vision stands out, which works in two stages:
image acquisition and image processing. The acquisition is
made exclusively from camera sensors, capturing the environ-
ment and patterns present in digital images. Such sensors can
then capture the visible or thermal spectrum, and be coupled
to vehicles, devices, robots, drones and even satellites. On
the other hand, affordable single-board computers have made
onboard image processing possible [9].

Image processing, a task of computacional intelligence, can
be summarized in five steps. In the first, the raw data are pre-
processed, removing noise and selecting only the object of
interest. In another step, pattern features are extracted, whereas
in the case of plant images, such parameters are related to
color, shape and texture. In the third stage, the features go
through a selection process, decreasing the dimensionality of
the data. Afterwards, the data are classified, grouping them
based on their similarities. Finally, in the decision-making
stage, new input data can be classified from the already trained
model, thus identifying which group it belongs to [10][11].

To ensure that the input data are of good quality, validating
and using good camera sensors have become extremely impor-
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tant. Allied to this, other points of consideration in the appli-
cation of such techniques in agriculture are the management of
the volume of data generated, the data analysis techniques that
need to deliver interpretable and understandable results due to
the interdisciplinarity of workers in the area, and the mobile
systems that need to be able of handle scarce resources such
as limited battery life, low computational power and limited
bandwidths for data transfer [12].

As examples of the use of camera sensors in the field, there
are applications coupled to vehicles to operate during pre-
planting and analyze the height and density of vegetation from
the images [13] and identify the location of invasive plants for
manual control via weeding machine [14]. Plant images can
also be acquired to create a database on an external server for
further processing, for training a future classifier [15].

This paper is structured as follows. Section II presents
the materials and methods used, including the IoT system
description, camera sensor specifications, stereo vision basics,
and embedded board specifications. Section III presents the
results of the validation of the sensor and of the stereo
system, the power supply and memory limitations and the final
prototype, with the final conclusions in Section IV.

II. MATERIALS AND METHODS

The developed system aims to capture stereoscopic images
in a real environment of plantations, so that the presence and
concentration of weeds present in the region of interest can be
identified from an embedded algorithm. The capture of stereo
images requires two camera sensors, generating two images of
the same area that will be the input of the system. The images
are then processed and grouped into classes, and the data will
be prepared for sending to a module external to the system,
which will be responsible for spraying the site.

A. High-level IoT architecture

Embedded systems have a potential in agricultural use due
to their mobility, low cost and computational power, allowing
the performance of complex tasks in a more practical way.
Raspberry Pi (RPi) is being used in several applications and
it is the leading candidate for hardware implementation due
to its powerful processor, rich I/O interface and compatibility
that allows most projects to run on it [16]. Its wireless
communication also makes the RPi capable of working with
IoT projects, allowing objects to be sensed or controlled
remotely across existing network infrastructure and reducing
human intervention [17].

IoT systems in agriculture are separated into three modules:
farm side, server side and client side. The farm side usually
consists of detecting local agricultural parameters, identifying
the location and sensor data, transferring crop fields data
for decision-making, decision support and early risk analy-
sis based on recent data, and action and control based on
the monitoring of the crop [18]. As can be seen from the
block diagram in Fig. 1, the farm side is represented by the
developed IoT Stereo System that can gather image data in
the field, pre-process, segment, create feature extraction and
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depth information vector, classify and interpret the collected
data, while being controlled and monitored via Bluetooth serial
communication by a mobile app.

On the server side, the network layer is responsible for
reliable transformation to the application layer. A Wireless
Personal Area Networks (WPAN) network can be mounted
on a single board computer, with its own unified control and
monitoring console for various wireless networks. Data trans-
port and storage become essential, with data that can be saved
on an external server or in the cloud, and then transferred to
other devices, including the equipment responsible for product
spraying on the plantation. The last module, the client side or
application layer, collects and processes information, provid-
ing an environment where users can monitor data processed
by the system via a web browser, anywhere and anytime. In
Fig. 1, the server side is represented by the Bluetooth and
Wi-Fi communication of the system to the farm server and by
the server management of local and remote network, while the
client side is represented by the mobiles devices and by the
cloud environment.

Communication between all devices can be carried out
via the Bluetooth protocol, which supports up to 7 devices
connected simultaneously. The Bluetooth 4.2 connection can
reach the transfer limit of 1 Mbps and the signal can reach
10 m away from the board indoors and 50 m outdoors.
One of the protocols used is radio frequency communication
(RFCOMM). The RFCOMM protocol is an important layer
that provides a serial interface to the Bluetooth transport layer,
emulating an RS-232 interconnect cable. RFCOMM is based
on the ETSI 07.10 standard, which allows the emulation and
multiplexing of multiple serial ports on a single transport
[19]. The OBEX protocol (OBject EXchange) is also used
for file transfer, which is a software implementation of the
File Transfer Protocol (FTP) network protocol, which runs on
top of RFCOMM.

To ensure system security, it only connects to trusted
equipment and specific ports. An RPi is then defined as master,
responsible for receiving commands sent by an application on
an Android cell phone and using this command to carry out
its actions and inform the other board what it should also do.
The other RPi is defined as a slave, receiving commands from
the master and obeying them.

The pseudocode of the algorithm developed for the
system communication between all components is
described below, where addr_master, addr_slave and
addr_mob are the MAC addresses of the master RPi,
slave RPi and mobile controller, respectively, and prit_1
and prt_2 are the ports enabled for serial communication:

function MASTER
addr_mob, prt_1, prt_2)
begin function
s1 = create_socket_bluetooth(RFCOMM)
s2 = create_socket_bluetooth(OBEXFTP)

COMMUNICATION(addr_slave,
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connect(s1,(addr_slave, prt_1))
bind(s2,(addr_mob, prt_2))
while mobile connection is not interrupted do
comd = get_data(mobile)
send(comd,slave)
end while
return comd
end function
function SLAVE COMMUNICATION(addr_master, prtl)
begin function
s = create_socket_bluetooth(RFCOMM)
bind(s,(addr_master, prt_1))
accept_conection(s)
while master connection is not interrupted do
comd = get_data(master)
end while
return comd
end function

The system is built in such a way that it can be operated in
the field without the need for an Internet or 5G connection,
which allows the data collection stage to work in more isolated
locations, requiring only the existence of a local network. The
processed data can be used by other devices connected to the
local network, but can also be transmitted to external servers
later when the connection to the World Wide Web is available.
In this way, specific commands can be sent remotely by the
user to the system, which will perform procedures such as
image capture and data transfer.

B. Embedded System and Camera Sensor Specifications

RPi is a series of mini-embedded computers developed
in the United Kingdom by the Raspberry Pi Foundation in
association with Broadcom. The model used was the RPi 3 B+,
where its specifications can be seen in Table I. It is important
to note that the board must be powered with a nominal voltage
of 5 V capable of delivering 2.5 A of current, with operating
temperature between 0 °C and 50 °C.

The internal memory is defined from a micro Secure Digital
(SD) card, where the kernel of the operating system is also
present, being recommended the use of at least 8§ GB of
memory. The RPi 3 B+, unlike previous family models,
enables BCM43438 wireless Local Area Network (LAN)
and Bluetooth Low Energy (BLE) communication, allowing
wireless data exchange.

The RPi has its own camera sensor alternatives, including
the Pi Camera v1, with specs shown in Table II. Among the
most important parameters, stand out the fixed focal length
of 3.60 mm, the maximum sensor resolution of 2592 x 1944
pixels, and the camera opening angle of 53.50° horizontally
and 41.41° vertically.

C. Modular Transfer Function as Camera Sensor Validation

Lens and camera designers face challenges in developing
systems with high image quality. The problem of greatest
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concern is how to optimize lens parameters such as curvatures
and thicknesses to obtain high image resolution. A set of
optimizations were proposed to improve the aberrations of
lens systems, using as a metric the Modular Transfer Function
(MTF), which is the amplitude term of the Optical Transfer
Function (OTF) which is similar to the transfer function of the
linear system [20]-[22].

To evaluate the quality of the images acquired by the
cameras, the MTF is used from each one of them and from
the set, expressing how well an optical system preserves the
contrast of spatial frequencies of the object in the image and
is a well-established performance method [23].

A simple method to obtain the transfer function is to
generate the system response when the input is a pure impulse
signal, therefore obtaining the impulse response of the func-
tion. Using the same procedure, a point source is considered
as the impulse signal to help estimate the image response in
a lens system.

The point source image shown on the image plane is called
the Point Spread Function (PSF), which is the inverse Fourier
transform of the OTF. The projection of the PSF in 1D is
called the Line Spread Fuction (LSF), measurement preferable
because it can be obtained simply and equally valid for cases
where there are no distortions between the axes.

Then, the camera sensor can be defined taking into account
the calculation of the LSF of the camera lens and the MTF,
which represents the magnitude response of the optical system
to sinusoids of different spatial frequencies, that is, recovered
by the Fourier transform of the LSF. Several key aspects of
optical instrumentation relate to the implementation of a linear
source for a given optical system, the impact of finite source
size on measurement, and the choice of optical elements for
imaging the response of specific patterns and their relationship
to the lens used in the camera sensor.

Taking a linear source, the solution to measure the MTF
is in 1D orthogonal to the direction of the line. This can be
proven considering a given source S(x,y) = 6(x)C and a lens
with a diameter equal to a, obtaining the objective response
R(ky, ky), described in Equation (1).

ra/2 )
Rikek) = [ [ SRS D dady ()
—a/2

Thus, the spatial frequencies associated with the spatial
coordinator (z,y) can be expressed as the square of the Fourier
transform of the product of the source and lens aperture
R*(ky, ky), with (ky, k). Therefore, looking for the solution
of (1) and solving the integral by parts, it is possible to arrive
at:

sin?(ak,)
(aky)?

Equation (2) corresponds to the LSF. The Fourier Transform
of the LSF then gives the 1D MTF in the yy direction.
Considering that the lens has circular symmetry, using this
function it is now possible to characterize the entire lens.

R?(ky, ky)ox )
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Figure 1. High-level system architecture diagram.

TABLE 1
RASPBERRY P13 MODEL B+ CHARACTERISTICS

Processor BCM2837B0 Cortex-A53 (ARMvS8) 64-bit
Clock 1.4 GHz GPIO 40 pins
Memory 1 GB SDRAM | Gigabit Ethernet | 1 connector
USB Port 4 USB 2.0 HDMI 1 connector

Camera serial interface (CSI)

Display serial interface (DSI)

Wireless (dual band)

Bluetooth 4.2/BLE

3.5mm 4 Jack output

Micro SD card slot

Support Power-over-Ethernet

Input DC 5V/2.5A

TABLE II
P1 CAMERA CHARACTERISTICS
Size 25 x 24 x 9 mm
Resolution 5 MP
Video modules 1080p30, 720p60, 640x480p60/90
Sensor OmniVision OV5647

Sensor resolution

2592 x 1944 pixels

Sensor image area

3.76 x 2.74 mm

Pixel size 14 pmx 1.4 pm
Optical size 1/4”
Full-frame SLR equivalent 35 mm
S/N Ratio 36 dB
Dynamic range 67 dB @ 8 times gain
Fixed focus I m- oo
Focal length 3.60 + 0.01 mm

Horizontal field of view (HFOV)

53.50° + 0.13°

Vertical field of view (VFOV)

41.41° £ 0.11°

Focal ratio (F-stop)

2.9

A popular way of estimating the MTF curve for spatial
frequency is called the inclined knife-edge method, in which
the curve is obtained from a region of the image where there is
a transition from a very dark tone to a very light tone [24]. An
Edge Spread Function (ESF) is calculated from the recorded
knife edge, giving the unidirectional response of the imaging
system to an edge object, replacing the PSF. The LSF can then
be obtained in the same way from the derivative of the ESF

and finally the MTF is calculated from the Fourier Transform.

In stereo systems, the system MTF is generally summarized
as a set of curves for each sensor used, or just the curve of
the lowest quality sensor [25]. In this research, the response
of all sensors is considered, performing the convolution of the
sensors’ responses, based on the multiplication of the MTFs
in the frequency domain, as illustrated in Equation (3).

MTEgistema = .F(LSFl * LSFQ) = MTF1 X MTF2 (3)

To qualify a sensor, three points of the MTF are usually
analyzed: the frequency at which it drops by 50% (at which
the image contrast is degraded by half), the frequency at
which it drops by 10% (at which the image contrast is image
is degraded by 90%) and the MTF value at the Nyquist
frequency, which should preferably be greater than 0 [26].
Considering these aspects, the MTF becomes fundamental
in analyzing image contrast, so that the impact of spatial
resolution and lighting variations can be analyzed. If contrast
is compromised, texture and edge details of plants may be
damaged to the point of making it impossible to extract
features correctly.

Figure 2 shows an example of the typical images where the
weed identification task can be performed and the expected
size of the plants present. For such situations, the MTF itself
can be used in image enhancement processes, based on the
deconvolution of the signal based on a Wiener filter [27].
The characterization of the MTF is then useful to define the
spatial response of the vision system, considering its detection
capacity from a minimum dimension in pixels of the object of
interest.

The pseudocode of the system MTF calculation algorithm
developed, with the left image I;, right image Ir and
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number of samples n as inputs, can be described as:

function SYSTEM MTF CALCULATION(I},,Ig,n)
begin function
for each image I;, and Ip do
Form n subimages from regions where there is an
inclined knife edge
for each subimages n do
ESF(n) = read_value_pixels(centered horizon-
tal line)
end for
ESF = average(ESF(n))
ESF = normalize(ESF)
LSF = derivative(E'SF)
MTF = Fourier_transform(LSF’)
obtain MTFy, and from Ir obtain MT Fp
end for
MTF_system = MTFr x MTFT,
return MTFr, MTF; and MTF _system
end function

> from Iy,

With the three MTFs, it is then possible to validate the
sensors individually and together in the system.

D. Stereo Vision Principles

Stereo vision systems are usually based on the use of two
cameras with the aim of simulating the human vision system
and obtaining depth of objects, with the camera plane as a
reference. The depth is acquired through the comparison of
the object’s position between each captured image [28]. The
simplest way of comparing both images is guaranteed when
the cameras are coplanar and aligned, as shown in Fig. 3. The
variables defined by the camera system are the baseline b and
the focal distance f. The P(X,Y, Z) represents a point that
would be recorded by the two cameras and u;, = (X, Yr)
and ug = (Xg,YRr) are the projections of this point in
each image. From the concepts of geometry and similarity
of triangles, it is possible to obtain:

bf bf

Zziz—
X, —Xpr d

“4)

The d variable is called disparity. Thus, with two images
as inputs in a calibrated and synchronized stereo architecture,
depth information is obtained by finding the corresponding
pixels in both images (ur and ug) by a matching algorithm
and subtracting their X-axis coordinates. By performing this
operation for all paired pixels in the image, the disparity map
is obtained, which contains all the depth information in the
image.

It is also important to note the distortion that variations
in the disparity map can cause in the depth estimation, i.e.,
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verify the measurement obtained accuracy. So, for a variation
in depth, it is possible to find:
2 2
AZ — 7 bf _ Z*Ad %ZAd
d+Ad bf+ZAd bf

&)

Therefore, when designing a stereo system, attention must
be paid to a baseline value at which objects at the distance of
interest can be correctly differentiated while the measurement
depth distortion must be small. Another important factor when
designing such a system is the calibration of and between
cameras.

For camera calibration, the set of internal parameters is
considered to validate the method. Every camera can be
described based on intrinsic and extrinsic parameters, which
contribute to how the image is formed from the scene in the
real world.

The intrinsic parameters are those related to internal biases,
due to the sensor and its shape, the lens and its distortions
and other characteristics involved in the manufacture of the
camera, while the extrinsic parameters refer to the position
of the camera in space in relation to the world. The extrinsic
parameters can be simplified by a rotation matrix R, and a
translation matrix Ty, [29].

The focal length f is an intrinsic parameter, as it is the
distance between the center of the camera and the image plane,
i.e., from the lens to the censor. Many cameras use a Charge-
Coupled Device (CCD) sensor, a semiconductor sensor formed
by an integrated circuit that contains a matrix of coupled
capacitors, capable of generating electrical stimuli from the
light received. As the pixel on a sensor of this type may not
be perfectly square, there is the possibility of a small distortion
in the number of pixels per unit length. In this way, the focal
length of the camera lenses will be different in each direction,
resulting in the variables f,, and f,, with the aspect ratio being
defined by f,/fu-

Another camera parameter is the optical center, defined by
the coordinates (ug,vg), which represents a translation factor
of the image origin in relation to the center of the sensor, such
that the image origin is correctly on the upper edge left of her.
There is also the skew coefficient (7) that corrects the image
in cases where the CCD sensor does not have a perpendicular
orientation between the length and width axes. As this situation
is rare for most sensors, it is common to assume that 7 = 0.

Finally, due to the curved nature of lenses, the last intrinsic
parameters to be considered when modeling a camera are the
distortion coefficients [30]. The tangential distortion coeffi-
cients are defined by two variables, k,; and k,», while the
second, fourth and sixth order radial distortion coefficients are
respectively represented by kg1, kg2 and kga.

Therefore, the process of capturing a digital image by a
sensor can be described in a simplified way using Equation
(6), based on the projection of space onto the sensor, where
uq and vy represent the coordinates of a point in the image
without distortion correction, s the scale or resolution factor
and X,,, Y, and Z,, the coordinates of a point in the world.
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Figure 3. Stereo vision model.

In addition, when characterizing the intrinsic parameters
of any camera, the information can be summarized from

Ug fu T wy O R T );;w two matrices, the camera matrix Mca, and the distortion
slvogl =10 f, vo O Ly m v (6) coefficient matrix Kcam, as can be seen in Equations (8) and
0 1 L
1 0 0 1 0 1 ).
. . . fu T ug
To find the undistorted coordinates (u,v) of the image,

. L . Mecam = |0 fu w0 8)

correcting the projection, the system of equations (7) must 0 0 1

be solved.
Keam = [ka1 kg2 kp1 kp2  kqs] &)
- Uqg — Up

T = " The process of obtaining such parameters is called camera
Ya = Yd — Yo calibration. Calibration methods depend on the model used to
fo approximate actual camera behavior. The most used models
r? =22 +y2 are the linear models of Hall and Faugeras—Toscani, developed
T = 2, (1 + kq1r2 + kq2r4 + kq3r6) respectively in 1982 and 1986, and the non-linear models

(1) of Tsai and Weng, implemented in 1987 and 1992, which
generally present fewer errors [31].
From Equation (6), the projection matrix between the real

Tq = Tk + 2kp1TnYn + kp2(r? + 222)
yr = yn(1+ kq17"2 + kq2r4 + kq37'6)

— 2 2
Ya = Yk + 2kpatnyn + kp1 (77 + 2y5) world and the image universe will have dimension equal to
U= fuxn + ug 3x4, which results in 11 parameters that must be obtained.
v = foln + o Commonly, to calibrate stereo systems and obtain matrix
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values, images of chessboards with known dimensions (num-
ber of squares and size of their side in the real world) are
used, in which the calibration points are the internal vertices
of the squares on the board. As each point corresponds to
two equations (one in the x coordinate and the other in y),
five and a half points are needed to calibrate the system,
but experiments have shown that 5 times more points than
necessary gave better results [32]. A greater number of images
for calibration also reduces the total location error in mm, with
13 images in which at least 30% of them were composed of
the chessboard, in random orientations, already shows good
results. Calibration methods other than the board can also be
used, such as calibration using a laser [33] or using spherical
objects [34].

The entire stereo vision system must also be calibrated,
where are obtained the rotation factor Rgtereo and the transla-
tion factor Tsiereo between the left and right image. For this
calculation, the previously calculated camera parameters and
the simultaneously captured chessboard images are used. The
process of correcting the orientation of stereo images is called
rectification. Note that, unlike the camera matrix and distortion
coefficients which depend only on the camera, the Rgtereo and
Tstereo matrices must be recalculated if any stereo system
settings change such as, for example, the baseline distance.

III. RESULTS AND DISCUSSIONS

Experimental results were focused on the instrumentation’s
characterization, i.e., including both the sensors and hardware
associated with signal and image processing. So far, the images
for such a characterization were collected at laboratory level
only. The system is based on eight elements, as follows: 12
V battery; 12 Vdc to 220 Vac voltage inverter; Light Emitting
Diode (LED) lamp; 110-220 Vac to 5 Vdc rectifier; two RPis
and two Camera Pi, as the schematic presented in Fig. 4. All
components are fixed on a metallic structure, with adjustable
distance between cameras, angle of inclination (0°, 90°, 180°,
270°) and height of the cameras in relation to the ground (10
to 100 cm). The constructed system can be seen in Fig. 5.

The system is controlled by an Android App via Blue-
tooth serial communication, where commands can be sent:
synchronous image capture on the two RPis, send the images
to the cell phone to check the quality of the capture, check
the amount of images saved on memory, and board reboot
or shutdown command. The RPis also communicate with
each other via Bluetooth protocol, that supports up to 7
accessory devices, and uses RFCOMM Bluetooth protocol in
data transfer with the cell phone. To ensure system security, it
connects only to trusted equipment from their MAC address
on specific designated ports.

The elements that most impact the cost of the system are
those related to the power supply, sensors and the embedded
board. The advantage of the RPi is that it is cheaper when
compared to other boards such as the PC/104, although a more
detailed analysis should take into account local and freight
costs and component availability.
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A. Energy consumption management

A RPi can have power consumption of up to 12.5 W, but
in laboratory tests the usual value during the application of
the image capture software was only 3 W. As the system
was designed with an inverter, the power consumed by this
equipment must also be considered for system evaluation and
possible improvements. In this case, the inverter in question
presented a spent power of around 8.4 W, significantly higher
than the sum of the RPis. To deal with such power, a battery
of 12 V and 60 Ah was chosen.

To measure the energy expenditure of the system, current
and power were calculated in different situations, according to
Table III, with battery voltage fixed at 12.0 V. To evaluate the
battery capacity, a test was carried out in the most extreme
situation, with the system in continuous operation with the
18 W LED lamp on, which resulted in the maintenance
of operation for approximately 15 hours. When the battery
was discharged to 11.7 V, the inverter stopped as a safety
precaution. It was observed that, in this operating mode, the
peak current at system startup was close to 3.2 A, while with
the same configuration but with the less potent LED lamp the
peak was 2.0 A.

B. Memory management

For each RPi a 32 GB SD memory card was selected. After
the initial settings, the necessary programs installed and the
capture algorithm developed, about 23.1 GB of memory was
free for general use. To ensure that the program can handle
the amount of data written and stored, it is good to know how
long the embedded system takes to save files. In testing, it
was found that the SD card sequential memory write rate is
14833 KB/s or 14.8 MB/s.

Such information is important to define the resolution in
which the images will be captured, as they define the size of
the files saved in memory. Following the dimension of the
camera sensor, it is preferable to define the resolution of the
captured images to take advantage of the entire sensor size,
that is, in which the 4:3 ratio is preserved. The maximum file
size can be calculated by multiplying the resolution by the
pixel depth, but since the Pi Camera doesn’t have the option to
format a RAW image file, the images are compressed, resulting
in smaller files. So, it was tested in five resolutions, 640 x 480,
800 x 600, 1024 x 768, 1280 x 960 and the maximum 2592
x 1944. Early test results can be seen on Fig. 6, where five
images in each resolution were taken and saved in the PNG
format.

Considering the future application in image processing, in
which the computational cost of operations tends to grow
exponentially according to the number of pixels present, and
the available SD memory, the resolution of 1280 x 960 was
then chosen. With this resolution, at least 6,000 images can be
saved in memory, although it is possible to store them later in
the cloud, from the system’s communication with an external
network, freeing up space on the board.
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Figure 4. Diagram of the connection between the components.

(a) Details of the camera, stereo rig and lamp.

(b) Interior of protective case, with RPis and rectifier.

Figure 5. Developed system.

TABLE III
SYSTEM POWER AT DIFFERENT SETTINGS
Mode of operation Current (A) Power (W)
Standard 1.3 15.6
With active camera sensors 14 16.8
With active camera sensors 1.9 22.8
and 4.5 W LED lamp
With active camera sensors 3.0 36
and 18 W LED lamp

It should be noted that for future applications, if the max-
imum resolution is used, the memory writing time must be
taken into account as a limiting factor.

C. Camera sensor validation

The first step in calculating the stereo MTF was to capture
an image of the chessboard with both cameras at the same
time, as can be seen in Fig. 7. For each image, five random
regions were selected where there are knife edges recorded

in the same location for both cameras. The ESF and LSF for
a sample of the left and right camera can be exemplified in
Fig. 8. The normalized MTF was calculated for each point and
averaged between them.

The MTF for the stereo system was then calculated from
the convolution in the frequency domain of both partial MTFs,
i.e., each one obtained for the cameras used in the developed
stereoscopic image system (Fig. 9). For the left camera, 50%
of contrast reduction was observed for the normalized special
frequency equal to 0.327 cycles/pixel; and 90% of contrast
reduction at the 0.551 cycles/pixel. For the right camera, the
values of reduction in such frequencies were respectively 0.286
and 0.673 cycles/pixel. Besides, for the entire system, the 50%
of contrast could be found in the 0.224 cycles/pixel and the
10% in the 0.367 cycles/pixel. Therefore, the MTF value at the
Nyquist frequency was equal to 14.31% for the left camera,
8.97% for the right, and 1.28% for the entire stereoscopic
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system. As the MTF value was greater than 5% (contrast
reduction that still allows the recovery of the edges of the
objects in low noisy images), as well as greater than 0% for
both cameras in the system. Such a result qualifies the CCD‘s
sensors, which meet the needs of the developed prototype.

By using the MTF concept, it has become possible to know
whether the image will have enough contrast to differentiate
the leaves of weed plants when applied in a real agricultural
situation. Therefore, considering average values of areas for
both weed plants, narrow leaves (monocotyledons) and broad
leaves (dicotyledons), the frequencies, in cycles/pixel, could be
characterized as 0.053 and 0.100 respectively. Likewise, con-
sidering the highest frequency of leaves as a critical point, the
MTF presented a value of 97.23% for the left camera, 91.74%
for the right and 89.21% for the entire stereoscopic system.
Contrast loss values were approximately 10%, which did not
interfere with the results, validating the sensor arrangement as
suitable to weed family’s patterns recognizing.

To evaluate the camera’s SNR ratio, only the regions of the
converted grayscale image where black blocks were presented,
which have a uniform color on the original chessboard, were
used, and the mean and standard variation of the signal were
evaluated. For the right camera, the calculated value was
19.7 dB, while for the left camera it was 17.9 dB, below the
36 dB specified by the manufacturer.

=
o

Hm Theoretical maximum
B Average of captured images

e e e ]
= S N YR ]

Memory file size (MB)

(=R U O - O -]

640 x 480 800 x 600 1024 x 768

Resolution (pixels)

1280 x 960 2592 x 1944

Figure 6. Image file size experimentations.

D. Stereo vision parameters

The first step in tuning the stereo system is to define the
baseline distance that will be used to capture the images.
The developed prototype has a minimum possible baseline of
6 cm and a maximum of 24 cm, which makes it capable of
simulating human vision, which has this value in the range
of 54 to 7.4 cm, in addition to allowing the exploration of
other scenarios. For this, considering (4) and (5), the expected
disparity for an object up to 1 m away from the camera and
the expected distortion error at such distance were calculated,
for four values of baseline, 6 cm, 12 cm, 18 cm and 24 cm, as
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can be seen in the Fig. 10, considering the resolution of 1280
x 960.

When setting the baseline distance, it is always preferable
to use the lower values to ensure greater interpolation between
the two generated images, which allows closer objects to have
their distance calculated. For example, according to the graph
shown, for b = 24 cm, objects up to 23.8 cm away from
the camera would not be present in both images, making it
impossible to calculate the disparity, while for b = 6 cm such
a situation is only valid for objects less than 5.9 cm away.
As for objects of up to 1 m, the distortion error proved to be
small for all cases, including for the scenario with the smallest
baseline, so it can be defined that the best use of the stereo
system occurs for values close to 6 cm.

Thus, for b = 6 cm and height of 1 m (value chosen
so that, due to the height of the growing plants, the object
under analysis is not too close to the sensors), the calibrated
parameters results of the left and right cameras, and of the
stereo system, were:

736 0 582
Left camera matrix = | 0 735 464 (10)
0 0 1
0.0589 7"
—0.169
Left distortion coefficients = |0.00139 an
0.00198
0.142
1480 0 681]
Right camera matrix = 0 1480 480 (12)
0 0 L |
—0.0728] "
3.98
Right distortion coefficients = | 0.00117 13)
0.00630
—22.6 |
0.960 —0.0133 —-0.281
Rstereo = [0.0159 1.00 0.00721 (14)
0.280 —0.0114  0.960
—0.787
Tstereo = | —0.0670 (15)
5.65

Note that if the baseline distance is changed, it is necessary
to calibrate the system again, recalculating only the Rgtereo
and Tgiereo matrices, but it is expected that Rgtereo Will not
change significantly, as the mounted structure does not allow
the cameras to yaw, pitch or roll.

From these calibration matrices, images can then be cor-
rectly rectified, eliminating distortions characteristic of the
sensors during image capture and preparing them for use in
stereo vision matching algorithms.
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(a) Left Camera.

(b) Right camera.

Figure 7. Images of a calibration chessboard, captured synchronously and without being processed.
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Figure 8. ESF and LSF of a left and right camera sample.
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Figure 9. MTF of each camera sensor and combined system.

IV. CONCLUSION AND FUTURE WORK

The results showed a characterization process of an IoT
stereo image sensor system, capable of capturing and trans-
ferring validated images via wireless commands from serial
communication protocols, ready to be used in real agricultural
field conditions. In this way, one of main contribution of
this work is the construction of a system considering all
parameters of casing, structure, power supply, communication,
storage memory and hardware and software specifications,
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Figure 10. Baseline distance disparity and distortion error evaluation.

ready for use in a real field environment, while previous works
only delved into software specifications for application in a
controlled laboratory environment.

The developed system can be used in agricultural planta-
tions, with a casing that protects the electrical components
from sunlight, wind and light drizzle. It is necessary for a
person to control the commands sent to the boards and help
move the system, although the device can be adapted to be
attached to a vehicle such as a tractor. With dedicated software
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for identifying weed families, the device can then be used to
generate detailed information, such as a distribution map of
the occupancy of a given species in the cultivation area.

The MTF validation principles have demonstrated their
importance in ensuring that captured images have sufficient
contrast and are capable of observing details of plants with
narrow and broad leaves, which allows the correct extraction of
real-world data from the information generated by the sensors.
Likewise, camera sensor distortions and 3D system calibration
are essential so that the data can be used correctly.

Such developed embedded vision system can be useful for
applications in 3D image processing, with several variable
parameters that allow the adaptation of the system to different
situations, although the power supply can be simplified to
reduce the weight and power spent of the system, allowing the
use of smaller batteries and fewer components (for example,
with only a 12 Vdc to 5 Vdc converter and 9 W 12 V LED
lamp).

For future steps, it is desired to carry out agricultural
analyzes, considering weed families, as well as the inclusion
of Al-based weed image process to identify plant species
for agricultural control. In addition, an expansion of system’s
connectivity with other devices will also be realized.
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Abstract—Wildfires are a global threat that is becoming more
severe and widespread due to climate change. These fires not
only pose a significant risk to human life, firefighters, and
infrastructure, but also endanger forest resources, increase
greenhouse gas emissions, and cause huge economic losses.
Several researchers have been working to find dedicated
solutions for early wildfire detection, tracking, and firefighting
assistance. Traditional methods of fire detection have mainly
been from fire lookouts in towers, infrared sensors on elevated
platforms, surveillance of fires from aircraft, and remote
sensing from satellites. Although these techniques have been
proven to work in other areas, they are unsuitable or are limited
in performance due to various reasons, e.g., human accuracy,
sensor field of view limiting coverage to smaller areas, sensor
cost-effectiveness, and re-visit time on a satellite. To counteract
the problem, a real-time wildfire monitoring system that can
detect small-scale wildfire events and that can be used for
tactical forest firefighting operations is proposed. The concept
takes advantage of vegetation biomass combustion by-products
such as the alkali element Potassium (K) that is emitted at the
flaming phase of the fire. The technique is specific to the flaming
phase of the fire and is not affected by the fire size. It employs
two high-resolution, cost-effective complementary metal-oxide-
semiconductors (CMOS) with high quantum efficiency within
the near-infrared (NIR) spectrum. The sensor uses ultra-
narrow-band filtering and target-to-background rationing
techniques for the detection of vegetation fires. The system is
designed to be self-contained, having its supporting power,
compact, and lightweight for easy integration on different types
and sizes of unmanned aerial vehicles (UAV) to provide real-
time detection and support to firefighters while airborne. UAVs
can provide a low-cost alternative for the reduction of fire
disasters through early detection, reporting, and real-time
support for firefighters. This paper presents the experimental
results of an NIR optical sensor mounted on a UAV carrier that
was used to collect data while flying at low to 200m above
ground at the Centurion Grassland Flying Club. The results
provide evidence of the presence of K in small-scale actively
burning vegetation fires observed at different angles and
detectable from a UAV. The results support the use of NIR
sensor payload for the detection of small-scale fires from a UAV
platform.
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l. INTRODUCTION

The fire incidences and severity are expected to increase
in response to climate change [1, 2, 3, 4]. Fire prevention,
detection, monitoring, and suppression of wildland vegetation
are key economic and public safety concerns in many parts of
the world [5]. These wildfires further exacerbate climate
change due to CO, and black aerosol emissions. This serves
as a strong motivation for the development of an optical
surveillance system that can detect and monitor wildfires on a
small scale. Classical remote sensing of vegetation fires has
been through the detection of Planckian emission in the
medium wave infrared (3-5 pm, MWIR) and the long-wave
infrared (LWIR) band of the electromagnetic spectrum
[6,7,8]. The short wave (1 — 2.5um, SWIR) infrared band was
exploited and deployed on the Airborne Visible Infrared
Imaging Spectrometer (AVIRIS) platform [9] for the
detection of wildfires. IR-based systems, whether cooled or
uncooled, can be costly and significantly affected by other
heat-emitting sources, leading to clutter or false alarms [10].

With the advancements in passive imaging sensors and
filter technologies, reliable commercial-off-the-shelf (COTS)
products are now available and more affordable. New sensor
technologies such as high-resolution charge-coupled device
(CCD) and complementary metal-oxide-semiconductor
(CMOS) sensors provide an opportunity to enhance wildfire
detection, monitoring, and reporting. As an alternative to other
fire detection techniques, this study proposes the use of a
compact and cost-effective system for the detection of
wildland vegetation fires by observation of the Potassium (K)
spectral line. An initial concept study was performed to
characterise the various vegetation species inside and outside
the laboratory at the Council for Scientific and Industrial
Research (CSIR) campus in Pretoria [11]. The study was
made to ensure the relevance of the concept to local conditions
by investigating the use of atomic lines emission lines in
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burning South African vegetation. Vegetation plant species
contain a series of trace elements (Na, K, Mg) that present
unique narrowband spectral emission lines in the visible and
near-infrared (NIR) wavelength range when biomass is heated
to high temperatures during the combustion process [12].
Potassium spectral lines can be discriminated against any
other background by detector systems that are less costly than
the longer wavelength, actively cooled instruments most used
in Earth Observation (EO) systems [12]. The K spectral line
doublet located within the NIR at 766.5 and 769.9 nm is of
particular interest for this application [10,17,19,20]. The
current study integrates the NIR optical payload and operates
it from an unmanned aerial vehicle (UAV) using remote
sensing techniques.

Il.  BACKGROUND

In recent years, we have seen great progress in the use of
UAVs with advanced software for forest fire monitoring,
detection, and firefighting. Integration of UAVSs with remote
sensing techniques aims to provide rapid, mobile, low-cost,
and powerful solutions for various fire tasks [13]. Firefighting
agencies typically use fixed detection platforms such as
towers, aerial patrols, and satellite imagery to directly detect
forest fires, rather than relying on reports from the public.
However, high-elevation platforms are not well suited for area
coverage and can result in some areas developing fires
unnoticed. Although aircraft are considered efficient in
firefighting, they are expensive to keep airborne for constant
monitoring. Compared to fixed ground-based wildfire
detection systems, UAVSs can provide a broader and more
accurate perception of fire from above, especially in areas that
are inaccessible or considered too dangerous for firefighting
crews. During firefighting, UAVs provide eyes from above,
operators can use them from a safe place and can provide
important information on the progression of the fire.

In [14], a vision-based UAV-mounted system for the
detection of forest fires that uses both the motion and the
chroma characteristics of the fires was proposed. The two
characteristics were used for the decision rules to improve the
reliability and accuracy of fire detection. A method to detect
forest fires using a UAV equipped with an optical and an
infrared (IR) camera has been proposed [15]. The method uses
a LAB colour model and a motion-based algorithm, followed
by a maximally stable extremal region (MSER) extraction
module. For better visualisation, forest fire detections were
combined with landscape information and meteorological
data. In a study in [16], a convolutional neural network (CNN)
model was trained using optical and infrared sensor data to
detect smoke and fire.

I1l. DETECTION PRINCIPLE

A simplified schematic of the fire detection principle is
shown in Figure 1. The figure illustrates a comprehensive
outline of the fire detection system and the principle of
operation. The principle relies on the abundant nature of
Potassium element in vegetation species. The system
incorporates a dual camera to capture and record images of
burning biomass fires, specifically vegetation fires containing
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the Potassium element radiometric signature. One of the
sensors is optimized for the detection of the K-line and the
other for the detection of the background. The captured
images are processed using the in-house developed CSIR
algorithm applied during the image processing stage to
analyse the pair of images and establish whether a fire has
been detected.
i

&-T -

Figure 1: Simplified schematic depicting the overview of the fire detection
system.

7

A. The Potassium Element

Potassium belongs to the alkali metal group and is in the
first column of the periodic table. It is one of the most
abundant elements in vegetation species [17, 18]. It has a
single valence electron that presents unique narrowband
spectral emission lines within the visible and NIR wavelength
range when biomass is heated to high temperatures in the
flaming phase of the fire [19]. The spectral emission of K
appears as a doublet at the 766.5 nm and 769.9 nm spectral
bands [20]. With advances in optical filter design, filters can
now detect low-level signals while suppressing almost all
emissions within the outer band by targeting specific
elemental emissions from a source signature. These advances
in technology open the door for the development of compact
sensors capable of detecting narrow spectral lines that can be
advanced to compete with other passive sensors operating in
other bands. In this study, ultra-narrow band imaging is used
for the detection of K using CMOS detectors. The integration
of COTS, and ultra-narrow band imaging allows the design
of compact and less power-hungry systems, which can be
easily integrated on a weight, size, and energy-constrained
UAYV platform. The CSIR-designed payload weighs 1.8 kg
including power support.

B. Fire detection system

A detailed description of the current and futuristic
practices in the context of fire detection and monitoring
strategies is described in a review paper by F. Khan et al. [21].
Traditional fire detection mechanisms have been through
thermal sensors, but other researchers are developing other
methods to improve the detection and monitoring of fires for
both indoor and outdoor conditions. There are also two broad
approaches to fire detection algorithms. The first is using
machine learning, which is still in its early stages. The second
is to use colour, form, flicker frequency, and the dynamic
structure of fire. The fire detection method presented here
would fall in the second category. Using radiometric
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principles to separate the background from the target (fire) the
aspiration is to have a very low false positive rate.

The NIR fire detection sensor presented in this study is
made up of two NIR imaging systems placed side-by-side
with a common (overlapping) field of view (FOV). These
cameras are fitted with ultranarrow band filters with 1 nm
bandwidth sensitivity at 769.9 nm, referred to as the K-line
band, and 757 nm, referred to as the reference band. The target
and reference channels are temporally synchronised at the
electronic level so that pairs of images (one from the K-line
and the other from the reference band) are obtained at the
same instant. Fires are detected by comparing the K-line
channel image with the reference channel image. Pixels that
are much brighter in the target channel relative to the reference
channel are candidate fire detections.

C. Image processing algorithm

The system’s image processing begins after the two
images are captured, the image with K-line emission, and the
other with the background or reference. The images from the
two sensors are captured synchronously. The images are not
modified with any image enhancement algorithm and are not
compressed to preserve the fire front K-line signal emissions.
The reference image is resampled to align with the K-line
image pixels. This is done by mapping and using a Lucas-
Kanada optical flow algorithm [22]. Sections of the individual
images that are not common in both are then cropped out,
leaving two images of the exact same scene. The fire detection
algorithm is applied to the matched cropped K-line and
reference images. Fire detection is done using the image ratio
technique [23]. Figure 2 illustrates a block diagram that gives
an overview of the algorithm.

| Cropped |
i Images !
- B Fire
- ropped non- ‘ Detection
ILCI—II:me » Matched pixels technique
age 'y Ratio
Image Aligned
Reference registration  [—¥ Rg;}
]mage Refto k-Line Itmagce

Figure 2: Overview of the K-line fire detection principle.

The K-line and reference images will have the same
nominal FOV but will not be pixel-aligned. This is due to the
following:

a) The difficulty of perfectly mechanically aligning
the optical axes and image plane rotations of the
two channels and

b) A possible slight mismatch in the effective focal
length (EFL), which means that the two channels
will have slightly different image scales and not
an exact FOV.

c) Instability of both optical channels due to
vibrations during flight.
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d) Although the optical systems are identical, there
will be minor differences in the image sensor and
lens (which need to be corrected).

It may not be possible to rely on a fixed relationship
between the pixels of the reference channel and those of the
K-line channel from a pre-flight calibration due to the
instability from vibrations during flight that could shift the
camera’s perspectives slightly. Image registration or
alignment per image pair is performed in the following way:

a) Feature detection is done by obtaining good
features to track as described in [24]. This is done
for each image individually, to produce two lists
of features.

b) These lists of features are passed to a Lucas-
Kanade optical flow algorithm to find and order
the features that exist in both images.

c) The features that do not co-exist in both images
are pruned and removed from the lists.

d) The perspective transform between the two lists
of pruned features is then calculated using the
RANSAC method [25, 26].

e) The reference image is then perspectively
warped using the previously calculated
perspective transforms.

The image ratio technique is simple and is implemented as
follows:
a) Compute the ratio image, that is, the K-line
image divided by the reference image.

IMRgatio = lmkline/lmreference

b) Compute the global mean (i) and variance (o) of
the image ratio.
¢) Compute the variant for each pixel in the ratio

image as:
op = ,/(p(i.j) -w?

where p is at location (i, j).

d) If the variance of a pixel is greater than the global
variance multiplied by a user-defined sensitivity
integer value ie., o, > ko the pixel gets
classified as a fire front pixel.

e) Otherwise, the pixel is classified as a non-fire
pixel and is discarded.

The result or output of the image ratio technique is a binary
mask image that has a value of 1 when fire was detected on
that pixel, and a value of 0 when no fire was present. The mask
image is then passed onto a simple blob detector [27] to filter
out any noise or false detections and automatically indicate
when a fire was detected. Automatic flagging is possible since
no blobs will be found when there is no fire present.

The entire image processing process was implemented in
Python programming language using the OpenCV library.
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Processing speed can be trivially improved by using the C++
or CUDA implementations of the OpenCV library.

IV. METHOD

The field measurements test was conducted on the 18" of
March 2022 at the Grasslands Flying Club in Pretoria West,
South Africa. The purpose of the test was to evaluate the aerial
performance of the NIR optical fire detection sensor onboard
a UAV. Shown in Figure 3 is a photograph of the NIR imaging
sensor system during its lab testing phase.

Figure 3: A closer look at the NIR sensor with two CMOS optical sensors
placed side by side and furnished with ultra-narrow filters. A third wide
field-of-view visible camera is also inserted and placed above the two
cameras.

The UAV Payload uses a development board (Raspberry
Pi4 8GB) to control the capturing of images, communication
with a ground station, and storage of captured images. The
captured images were stored on board a micro-SD card and
removed after the completion of a sortie. When the memory
card is removed from the payload and the data is retrieved for
archival, the data is inspected while the next mission is
ongoing. Fire detection is performed on a post-processing
basis by automatically analysing the images stored in the
memory card.

The basic NIR sensor payload consists of the following

components:
e A processor module with storage

the K-line dual camera system,
a viewfinder camera,
a telemetry radio downlink,
an analog video downlink,
high-definition video downlink,
a power source, and
wiring harnesses.

Figure 4 is a representation of the K-line NIR UAV system
and its supporting systems in the operational environment.
The list of systems and supporting systems follows with a
brief description of the context of a typical operational
scenario.
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Figure 4: UAV with functional block diagram of the NIR sensor payload

The NIR UAYV Payload system (required system) consists
of the sensor modules, optics, and processing package in a
configuration that accommodates data logging, transmission,
and telemetry with the dedicated ground station. The video
and telemetry transmission links are separate and isolated
from the UAV's communication and control system. The NIR
UAV Payload system collectively refers to the physical
payload packaging, as well as the ground station and the
communication interfacing modules. The use of the system
entails the responsibilities of the operator.

The UAYV system (supporting system) refers to the UAV
airframe (in this instance, a rotary-wing drone) and its gimbal.
It includes the UAV pilot's ground station (typically mission
planner / ardu pilot). UAV control and gimbal control are
designated responsibilities of the UAV pilot. The experiments
required coordination between the UAV and payload
controller personnel.

The payload system operates in a free-running mode that
is triggered by the ground station operator. In the typical
context of a fire surveillance exercise for large, restricted areas
or where accessibility is challenging, a UAV system is ideal
for creating situational awareness of the fire and its spread.
The intended mode of operation is illustrated in Figure 5.

The processing module posed significant limitations when
implementing onboard processing, making the effective
framerate unusable. More limiting was the thermal impact of
processing onboard with the processor exceeding its rated
threshold. For this reason, the ground station triggered a
recording of relevant data, captured to the storage device.
Upon the UAV's return to the ground station, the captured data
was manually retrieved and post-processed on the ground
station system. The video transmission modules were not
reliable enough to transmit processable data during flight,
hence the decision was taken to post-process data in between
each flight path cycle which for the DJI 600 drone was limited
to 30 minutes.

A UAV-licensed groundskeeper was tasked to pilot the
UAYV into a strategic position to capture visual data regarding
the fire. The ground station controller has access to trigger the
various operational modes of the system. This iteration can
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trigger free running record modes, swap between video
transmission feeds, and provide general status feedback and
control during the flight path. The state mode model of the
system is illustrated below.

P
/ OFF

Figure 5: Modes of operation for payload

Shown in Figure 6 is the NIR fire detection payload
onboard the UAV taken during the deployment experiment at
the Grasslands Flying Club.

Figure 6: UAV with NIR sensor payload on the DJI 600 drone during a field
fire detection test of the sensor.

Several sorties were carried out during deployment to test
the new NIR payload aboard an airborne UAV. The purpose
of the test was to determine whether the new NIR sensor can
detect ground wildfires from the air at relatively low altitudes
(approximately 200 m above ground level) and at different
aspect angles from the fire. The size of the fire on the ground
was approximately 500 cm by 500 cm.
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The UAV and the Payload systems are completely isolated
with respect to power distribution and telecommunications,
with the Payload system including its own battery and
independent telemetry transceivers. The UAV employs a
proprietary gimbal (3 degrees of Freedom) with a manual
rotary clamp system. No adhesives, custom mounting
brackets, or specialised tools were required for the mechanical
coupling of the two systems. The following equipment was
used during the test:

e M600 UAV with RONIN gimbal provided and
piloted by UAV Industries (UAVI),

e UAV NIR Payload sensor,

e UAV Ground Control Station,

e FieldSpec 3 Max Analytical Spectral Device (ASD)
with spectral range 350-2500 nm,

e  Weather Station.

A. Atmospheric Conditions

During field measurements, the scenario demands that
atmospheric computations be made to accommodate the
atmospheric effects, caused by molecular absorption and
emission (mainly water and CO,, as well as atmospheric
scattering processes by aerosols). Atmospheric modelling
codes such as MODTRAN, HITRAN, and others can be used
to simulate atmospheric transmission as described below. The
radiative transfer is conducted to confirm the detectability of
the Potassium lines within the atmosphere.

Atmospheric transmission was calculated using the
HITRAN Radiation Transfer Model (RTM) in the NIR region,
as shown in Figure 7. The downloaded HITRAN data were on
a vacuum scale and converted to air using the Edlen equation
(NIST). The following parameters were used: 20°C air
temperature, 101325 Pa air pressure, and 50% humidity [18].
The red lines show the K doublet at 766.5 nm and 769.9 nm.
The 766.5 nm is absorbed by atmospheric Oxygen (0,)
located at the O, absorption line and therefore cannot be
detected remotely. The K emission lines are within the range
of the sequence of the atmospheric absorption lines that peak
at about 762 nm [24].

L T

T T

T
i Wavelength (nm)

Figure 7: The high spectral resolution Oxygen atmospheric transmittance
near the wavelength location of the two Potassium emission spectral lines,
data from HiITRAN (http://. iao.ru).
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The positions of the K-lines are indicated by two vertical
red lines, and the deep lines show the absorption effects
arising from the atmospheric Oxygen gas. The filter position
choice of 769.9 nm is based on the transmission data above,
showing that the 766.5 nm is absorbed by atmospheric
Oxygen.

B. Field UAV measurement

The test consisted of a controlled ground fire using wood
and dried grass as fuel. An analytical spectral device was
placed on the ground close to the fire (approximately 3 m),
which was used to record the spectral signature of the fire as
it burned. It provided reference spectral data of the fire from
the ground to check whether the NIR signature was contained
within the fire. The range at which the detection tests were
conducted was approximately 200 m (radially) from the fire
over various elevation angles with a centered perspective at
the burn zone:

e Test point 1: The elevation angle is 0 degrees, 200 m
from the burn zone.

e Test point 2: Elevation angle of 45 degrees, 200 m from
burn zone.

e Test point 3: Elevation angle of 90 degrees
(perpendicular to ground level), 200m from the burn
zone.

At these test points, the UAV pilot was unable to maintain
rotation orientation (yaw) for data capture due to wind
conditions. The position was confirmed through a video
stream to the ground station with effort placed in centering the
burn zone in the field of view only. The yaw orientation of the
sensors had no impact on the detection. These test points
provided sufficient data to prove the initial success of the fire
detection system. Results are highlighted in Section V. Figure
8 provides an illustrative overview of the mission profile test
points used during the fire detection tests.
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C. Hardware Setup

UAV, gimbal and Payload preparations required the UAV
operator contractor to provide swappable alternating sets of
UAV batteries for the M600 UAYV and their control station.
The M600 guaranteed a maximum flight time of 30 minutes,
of which 20 was allocated to the experiment flight paths, the
alternating battery sets allowed for experiment continuity.
Similarly, the Payload battery system was designed with two
sets of alternating batteries to facilitate the same objective
during the experiment. The payload ground station consisted
of two laptops in a ruggedized case requiring two operators,
viz: a gimbal operator (laptop 1), and a Payload operator
(laptop 2). The experimental hardware configuration for the
experiment is illustrated in Figure 9 below.

T M600UAV

["swappable payload |
battery (1 of 2)

ﬁ

___I Ronin Gimbal |

t Telemetry and
= \—» _ VTX antennae
Payload prototype
Swappable payload
Storage (1 of 2)
UAV
Gimbal oper: ator

— e
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|_Charger t Payload ‘
|_Video Feed
o [ 4
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CSIR Mission Con(roller UAVI Mission Controller

Figure 9: Experimental hardware configuration setup.

V. RESULTS

In this section, the results obtained from the field
measurements detection tests, which encompass data
collected through both UAV NIR image sensors and spectral
measurements recorded by the ASD spectroradiometer, are
presented.

A. UAV NIR image sensor data

When examining the results derived from the UAV NIR
image sensors, we display them in pairs for clarity. The image
on the left represents the masked image, while the image on
the right image showcases the target image, which exhibits the
distinctive K-line emission signature. Following the
application of image processing techniques, the K-line
signature is highlighted in red as an overlay, while the black
and white target image emphasizes the masking process,
effectively isolating the K-line signature.
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B. ASD FieldSpec 3 Spectroradiometer Data

The ASD collects a spectrum covering a broad wavelength
region (350 nm to 2400 nm) almost instantaneously and has
an absolute radiance calibration traceable to NIST. The ASD
FieldSpec 3 spectroradiometer data is presented in groups of
three images. The top image zooms in on the K-line doublet,
offering a detailed view. The image in the middle displays
zoomed spectra of several instances of the fire captured at
different times, the third figure is a complete spectral image
of the fire across the 350-2500 nm spectral band. In these
figures, the emission spectrum of the fire becomes
prominently visible, with the spectral radiance generally
increasing with wavelength. Itis clear from the results that the
resolution of the ASD is too low and was unable to resolve the
K-line doublet.

For this deployment, we conducted controlled burns of
dried grass to capture both NIR images from the UAV and
spectroradiometer data from the ASD FieldSpec 3. These
results contribute to a comprehensive understanding of fire
detection mechanisms, spectral signatures, and atomic
compositions. Various flight profiles were flown to test the
sensor performance at different angles as shared below.

C. Test Point 1:0 Degree Aspect Angle Fire Detection

The image below shows the setup of the NIR imaging
sensor at zero degrees relative to the fire.

Gimbal / payload
orientation: L.O.S parallel
to ground level

UAV, Gimbal &
Payload Assembly
take off position. (150
- 200m from A)

Epicenter of fire. \
Fixed, Chosen point
N
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N
N
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. A 150m -200m

o 7

s

Figure 10: Illustration of the drone viewing the fire at 0 degrees.

The sensor was able to detect fire from an angle (in this
scenario, the angle 0° is used). The images were captured
while the drone was at 0°, as shown in the image Figure 10.

(@) (b)
Figure 11: NIR sensor images during the lower angle of 0 degrees detection.

The sensor images are as shown above. On Figure 11(a), is the
masked image and on the right, Figure 11(b) is the detection
image showing the K-line detections in red.
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Figure 12: ASD spectral data with NIR-zoomed K-line doublet (a) and (b)
and (c) is the full spectral set of the measurements. The Figure shows the
spectral radiance of the fire within the NIR region.

The NIR signature was successfully detected in its entirety by
the ASD spectral sensor, strategically placed near the fire
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scene. The corresponding ASD data is presented in Figure 12.
Throughout the airborne operation, multiple spectral
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measurements were meticulously collected, as visually
illustrated in Figures 12(a), Figure 12(b), and Figure 12(c). A 0.004 . |
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a

Radiance(Wim=-sr)

The sensor demonstrated the ability to detect fires from an
oblique angle, specifically at 45 degrees in this scenario.
Images were acquired during the drone's operation at a 45°
angle, as visually depicted in Figure 14. In Figure 14(a), we
present the masked image that highlights the K-line emission
originating from the fire. Meanwhile, Figure 14(b) presents 0.018 |
the unmasked image, with the K-line emission accurately
delineated in red for enhanced visibility.
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Figure 14: NIR sensor images during angular (45 degrees) fire detection.
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The ASD spectral sensor was strategically positioned near
the fire scene, to characterize the flaming vegetation fire
spectrally and effectively within the NIR region. While the

UAYV was in flight or airborne, we conducted multiple ASD oo - pp P 200
spectral measurements, which are illustrated in Figures 15(a), ) h Wavelength(nm) -
Figurel5(b), and Figure 15(c). In particular, Figure 15(a) (©)

offers a close-up view of the spectra, highlighting the  Figure 15: ASD spectral data with NIR-zoomed K-line unresolved doublet.
unresolved K-line doublet, a consequence of the ASD's The fire shows the spectral radiance of the fire within the NIR region.

modest resolution of 3nm.
The full fire spectrum was taken at various instances during

the fire progression and it shows an unzoomed K-line
presence at 769.9 nm. Visible is the continuous background
black body spectrum that rises rapidly with increasing
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wavelength. This is purely due to the thermal excitation of all
atomic and molecular species within the flaming region.
Provided that the fire was flaming (as opposed to smoldering),
the burning vegetation within the FOV of the ASD, the K-line
doublet was readily evident in the collected spectra.

E. Test Point 3: Flying directly above the fire (90 degrees
aspect angle)
Figure 16 shows the UAV carrying the NIR sensor
payload at a 90-degree aspect angle from the fire.
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Figure 16: Image depicting the flight path of the UAV from point C TO point
D above the fire.

The sensor was able to detect from directly above, as
shown in Figure 17. The figure shows the NIR images
detected by the K-line band.

(@) (b)
Figure 17: NIR sensor images showing fire detection from directly above (90
degrees).

Successfully data logging was achieved with the ASD
sensor, as depicted in Figure 18. Shown in Figure 18(a) are
the zoomed and unresolved K-line doublet spectra with a peak
at 766.5 nm and 769.9 nm respectively. The lower K-line at
766.5 nm will be absorbed at an increased range as described
in section 1V. Figure 18(b) is a zoomed ASD spectra of the
fire taken at different instances during the flaming phase of
the fire. Figure 18(c) is the complete ASD spectra of the fire
from 350 nm to 2500 nm taken at various instances during fire
progression. A small step at 1000 nm, is a measurement
artifact of the ASD, which switches from one internal
spectrograph to another at this wavelength.
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Figure 18: ASD spectral data with NIR-zoomed K-line unresolved doublet
(a), zoomed spectra captured at different instances (b), and (c), the ASD
spectra from 350nm to 2500nm. The Figure shows the spectral radiance of
the fire within the NIR region and the short-wave band.
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VI. CONCLUSION

Small-scale fires were captured using a K-line-based fire
detection sensor mounted on an unmanned aerial vehicle
during a field trial at the Centurion Flying Club, Pretoria,
South Africa. The imaging results present strong evidence of
the K-line signature within vegetation fires detectable by
compact CMOS cameras operating within the NIR spectrum.
The ASD spectral measurement confirmed the elemental
composition of the vegetation species with a very dominant
alkali metal Potassium that is embedded on the spectrum
curve. The K element emissions are released at the
temperature of the fire at the combustion phase.

This study demonstrates the possibility of performing
early fire detection of vegetation biomass using low-cost,
higher-resolution NIR sensors integrated into unmanned
aerial vehicles coupled with advanced image processing
algorithms. This work is recommended as a work in progress
to develop a system that will not only detect but track, and
geolocate fires, enable fire progression monitoring in areas
that are not easily accessible, and finally, facilitate the
evolution estimates of fires in real-time.

The limitations on the current development board
(RaspberryPi8) such as overheating, and inability to perform
onboard processing are targeted as some of the improvements
to be considered for the next version of the payload.
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Abstract—In many projects, software functional size is mea-
sured via the IFPUG (International Function Point Users Group)
Function Point Analysis method. However, applying Function
Point Analysis using the IFPUG process is possible only when
functional user requirements are known completely and in detail.
To solve this problem, several early estimation methods have
been proposed and have become de facto standard processes.
Among these, a prominent one is the ‘NESMA (NEtherlands
Software Metrics Association) estimated’ (also known as High-
level Function Point Analysis) method. The NESMA estimated
method simplifies the measurement by assigning fixed weights
to Base Functional Components, instead of determining the
weights via the detailed analysis of data and transactions. This
makes the process faster and cheaper, and applicable when some
details concerning data and transactions are not yet known.
The accuracy of the mentioned method has been evaluated,
also via large-scale empirical studies, showing that the yielded
approximate measures are sufficiently accurate for practical
usage. However, a limitation of the method is that it provides a
specific size estimate, while other methods can provide confidence
intervals, i.e., they indicate with a given confidence level that the
size to be estimated is in a range. In this paper, we aim to enhance
the NESMA estimated method with the possibility of computing
a confidence interval. To this end, we carry out an empirical
study, using data from real-life projects. The proposed approach
appears effective. We expect that the possibility of estimating that
the size of an application is in a range will help project managers
deal with the risks connected with inevitable estimation errors.

Index Terms—Function Point Analysis; Early Size Estimation;
High-Level FPA; NESMA estimated; Confidence intervals.

I. INTRODUCTION

This paper illustrates the extension of an initial study on the
enhancement of the NESMA method with the computation of
confidence interval [1].

In the late seventies, Allan Albrecht introduced Function
Points Analysis (FPA) at IBM [2], as a means to measure
the functional size of software, with special reference to the
“functional content” delivered by software providers. Albrecht
aimed at defining a measure that might be correlated to the
value of software from the perspective of a user, and could
also be useful to assess the cost of developing software
applications, based on functional user requirements.

FPA is a functional size measurement method, compliant
with the ISO/IEC 14143 standard, for measuring the size of a
software application in the early stages of a project, generally

Geng Liu Roberto Meli
Hangzhou Dianzi University DPO
Hangzhou, China Rome, Italy

email:liugeng@hdu.edu.cn  email:roberto.meli@dpo.it

before actual development starts. Accordingly, software size
measures expressed in Function Points (FP) are often used for
cost estimation.

The International Function Points User Group (IFPUG) is
an association that keeps FPA up to date, publishes the official
FP counting manual [3], and certifies professional FP counters.
Unfortunately, in some conditions, performing the standard
IFPUG measurement process may be too long with respect to
management needs, because standard FP measurement can be
performed only when relatively complete and detailed require-
ments specifications are available, while functional measures
could be needed much earlier for management purposes.

To tackle this problem, the IFPUG proposes Simple Func-
tion Points (SFP). This is an alternative way of measuring the
functional size of software: while the SFP method is based on
the same concepts as FPA, it requires less detailed information
than FPA, so that it is applicable before complete and detailed
requirements specifications are available; besides, if is faster
and cheaper to apply. As such, it is often presented as a
lightweight functional measurement method, also suitable for
agile processes. Although the SFP method provides measures
that are quantitatively similar to those yielded by FPA, it is
not an approximation method for FPA; instead, it is a different
measurement method that yields different measures.

Before SFP was proposed, many methods were invented
and used to provide estimates of functional size measures,
based on fewer or coarser-grained information than required
by standard FPA. These methods are applied very early in
software projects, even before deciding what process (e.g.,
agile or waterfall) will be used. Among these methods, one of
the most widely used is the “NESMA estimated” method [4],
which was developed by NESMA [5]. Using this method
for size estimation was then suggested by IFPUG [6], which
renamed the method High-Level FPA (HLFPA).

The NESMA estimated method has been evaluated by
several studies, which found that the method is usable in
practice to approximate traditional FPA values, since it yields
reasonably accurate estimates, although it has been observed
that the NESMA method tends to underestimate size, which
is potentially dangerous.

Many estimation methods provide a “confidence interval”,
meaning that instead of providing a single value, they compute
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an interval in which the actual size is expected—with a given
confidence level—to be. The greater the required confidence,
the greater the interval. Knowing the confidence interval is
considered very useful by project managers, because it helps
managing the risk deriving from inevitable estimation errors
and the inherent uncertainty of estimates. Unfortunately, the
NESMA estimated method does not provide a confidence
interval. Recently, a proposal for enhancing the NESMA
estimated method with a mechanism confidence intervals has
been published [1]. Specifically, that paper provided two
main contributions: the correction of the NESMA method to
eliminate underestimation, and the introduction of confidence
intervals. The original study was based on a single dataset,
and reported the hypothesis that different datasets may require
different corrections and support different confidence intervals.

This paper extends the initial study [1] by verifying that
a different dataset actually requires a different correction of
the NESMA method and provides different confidence ranges.
Therefore, the proposed numerical method is an instrument
that lets software project managers get corrected size esti-
mates, equipped with confidence intervals, which apply to
specific data, in a context-aware manner.

In addition, this paper illustrates how to take advantage of
confidence intervals in real-life situations, by introducing an
example of how the proposed technique can be used in practice
for effort estimation.

The remainder of the paper is organized as follows.
Section II provides an overview of FPA and the NESMA
method. Section III describes the empirical study and its
results, which are discussed in Section IV. Section V illustrates
the usage of the proposed techniques in practical project
management, namely, for effort estimation. In Section VI, we
discuss the threats to the validity of the study. Section VII
reports about related work. Finally, in Section VIII, we draw
some conclusions and outline future work.

II. BACKGROUND

Function Point Analysis was originally introduced by Al-
brecht to measure the size of data-processing systems from
the point of view of end-users, with the goal of the estimating
the value of an application and the development effort [2].
The critical fortunes of this measure led to the creation of
the IFPUG (International Function Points User Group), which
maintains the method and certifies professional measurers.

The “amount of functionality” released to the user can be
evaluated by taking into account 1) the data used by the appli-
cation to provide the required functions, and 2) the transactions
(i.e., operations that involve data crossing the boundaries of
the application) through which the functionality is delivered to
the user. Both data and transactions are counted on the basis
of Functional User Requirements (FURs) specifications, and
constitute the IFPUG Function Points measure.

FURs are modeled as a set of Base Functional Components
(BFCs), which are the measurable elements of FURs: each
of the identified BFCs is measured, and the size of the
application is obtained as the sum of the sizes of BFCs. IFPUG
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BFCs are: data functions (also known as logical files), which
are classified into Internal Logical Files (ILF) and External
Interface Files (EIF); and Elementary Processes (EP)—also
known as transaction functions—which are classified into
External Inputs (EI), External Outputs (EO), and External
inQuiries (EQ), according to the activities carried out within
the considered process and the primary intent.

The complexity of a data function (ILF or EIF) depends on
the RETs (Record Element Types), which indicate how many
types of variations (e.g., sub-classes, in object-oriented terms)
exist per logical data file, and DETs (Data Element Types),
which indicate how many types of elementary information
(e.g., attributes, in object-oriented terms) are contained in the
given logical data file.

The complexity of a transaction depends on the number of
FTRs—i.e., the number of File Types Referenced while per-
forming the required operation—and the number of DETs—
i.e., the number of types of elementary data—that the con-
sidered transaction sends and receives across the boundaries
of the application. Details concerning the determination of
complexity can be found in the official documentation [3].

The core of FPA involves three main activities:

1) Identifying data and transaction functions.

2) Classifying data functions as ILF or EIF and transactions

as EI, EO or EQ.

3) Determining the complexity of each data or transaction

function.

The first two of these activities can be carried out even if
the FURs have not yet been fully detailed. On the contrary,
activity 3 requires that all details are available, so that FP
measurers can determine the number of RET or FTR and DET
involved in every function. Activity 3 is relatively time- and
effort-consuming [7].

Note that IFPUG defines both unadjusted FP (UFP) and
adjusted FP. The former are a measure of functional require-
ments. The latter are obtained by correcting unadjusted FP
to obtain an indicator that is better correlated to development
effort. Noticeably, the ISO standardized only unadjusted FP,
recognizing UFP as a proper measure of functional require-
ments [8]. Following the ISO, in this paper we deal only with
UFP, even when we speak generically of Function Points or
FP.

The NESMA estimated method does not require activity 3,
thus allowing for size estimation when FURs are not fully
detailed: it only requires that the complete sets of data and
transaction functions are identified and classified.

The SFP method [9] does not require activities 2 and 3: it
only requires that the complete sets of data and transaction
functions are identified.

Both the NESMA estimated method and SFP methods let
measurers skip the most time- and effort-consuming activity,
thus both are relatively fast and cheap. The SFP method
does not even require classification, making size estimation
even faster and less subjective (since different measurers can
sometimes classify differently the same transaction, based on
the subjective perception of the transaction’s primary intent).
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NESMA defined two size estimation methods: the ‘NESMA
Indicative’ and the ‘NESMA Estimated’ methods. IFPUG
acknowledged these methods as early function point analysis
methods, under the names of ‘Indicative FPA’ and ‘High-Level
FPA, respectively [6]. The NESMA Indicative method proved
definitely less accurate [10], [11]. Hence, in this paper, we
consider only the NESMA Estimated method.

The NESMA Estimated method requires the identification
and classification of all data and transaction functions, but
does not require the assessment of the complexity of functions:
ILF and EIF are assumed to be of low complexity, while EI,
EQ and EO are assumed to be of average complexity. Hence,
estimated size is computed as follows:

EstSizeyrp = 7 #ILF + 5 #EIF + 4 #EI + 5 #EO + 4 #EQ

where #ILF is the number of data functions of type ILF, #EI is
the number of transaction functions of type EI, etc.

IIT. EMPIRICAL STUDY

In this section, the empirical study is described: Sec-
tion ITI-A described the datasets used for the reported analysis;
Section III-B illustrates some considerations concerning the
accuracy of the NESMA method that affect the study, and
introduces the correction of the NESMA method, to avoid
size underestimation; Section III-C describes how the study
was performed; Section III-D describes the obtained results.
While the aforementioned sections use the same dataset used
previously [1], the following Sections III-E and III-F use a
second dataset, to replicate the previous study.

A. The datasets

In the empirical study, we used two datasets. One is the
ISBSG dataset [12], which has been extensively used for
studies concerning functional size [13]-[18].

The ISBSG dataset contains many data concerning soft-
ware development projects. Of the many available data, we
considered only the project size, expressed in UFP, and the
components used to compute the size, i.e., #ILF, #EIF, #EI,
#EO and #EQ.

The ISBSG dataset contains several small project data. As a
matter of fact, estimating the size of small projects is not very
interesting. Based on these considerations, we removed from
the dataset the projects smaller than 100 UFP (Unadjusted
Function Points). The resulting dataset includes data from 140
projects having size in the [103, 4202] range. Some descriptive
statistics for this dataset are given in Table I.

TABLE I
DESCRIPTIVE STATISTICS FOR THE ISBSG DATASET (AFTER REMOVING
SMALL PROJECTS).

UFP #ILF #EIF #EI #EO #EQ NESMA
Mean 801 22 20 35 37 37 730
Std 818 21 22 37 65 48 721
Median 475.5 14 145 22 10 205 463
Min 103 0 0o 0 0 0 71
Max 4202 100 172 204 442 366 3755
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The second dataset was provided by a Chinese company
(whose identity we cannot disclose) that is active in the
banking and finance domain. Although not popular as the
ISBSG dataset, also the Chinese dataset was formerly used
in a few studies concerning functional size measurement [19],
[20].

Also with this dataset (which is called the “Chinese” dataset
throughout the paper) we removed the data concerning projects
smaller than 100 UFP. As a result, we obtained a dataset
containing 424 project data: some descriptive statistics for
the dataset are given in Table II. It can be noticed that the
Chinese dataset includes data form much larger projects than
the ISBSG dataset.

TABLE 11
DESCRIPTIVE STATISTICS FOR THE CHINESE DATASET (AFTER REMOVING
SMALL PROJECTS).

UFP #ILF #EIF #El #EO #EQ NESMA
Mean 3819 90 47 303 122 246 3670
Std 5877 180 129 516 319 470 5706
Median 1447 31 7 116 29 77 1484
Min 103 0 0 0 0 0 99
Max 35910 2169 1198 3551 4517 4231 37571

B. The accuracy of the NESMA estimated method when ap-
plied to the ISBSG dataset

As already observed in previous papers [18], [21], the
NESMA estimated method tends to underestimate. Figure 1
shows that more than 75% of the NESMA estimates of ISBSG
project size have positive error. Being the error defined as the
actual size (i.e., the size measured via the ISBSG standard
FPA process) minus the estimate, positive error indicate un-
derestimation.

Fig. 1. Boxplot of estimation errors by the NESMA method, when applied
to the ISBSG dataset.

In addition, Figure 1 suggests that the distribution of
NESMA errors is skewed. The skewedness of NESMA errors
is clearly visible in Figure 2, which illustrates the distribution
of errors: it is easy to notice that most errors are positive.

For our purposes, the fact that the distribution of NESMA
errors is skewed and not centered on zero means that we can-
not evaluate confidence errors as is usually done. Specifically,
given a confidence level C, we cannot select two error levels
er, and ey that are symmetric with respect to the mean error
€ (i.e., |eg — &| = |€e — er|) such that the proportion of errors
such that ey > error > er, is C.

Since it makes hardly sense to provide confidence intervals
for a method that underestimates systematically, we first

2023, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



40

Frequency

10
L

[ T T T 1
-200 0 200 400 600

Fig. 2. Histogram of estimation errors by the NESMA method, when applied
to the ISBSG dataset.

“correct” the NESMA estimated method. The mean actual size
is 801 UFP, while the mean size estimated via the NESMA
method is 730 UFP. The ratio between these two means is
approximately 1.09. Accordingly, we need to correct NESMA
estimates, multiplying them by 1.09, to make the means of the
two distributions equal (in [1] the correction factor was 1.08;
subsequent more accurate evaluations led to set the correction
factor to 1.09). In this way, we obtain estimates that have a
better error distribution (less skewed and centered around zero)
and a smaller mean absolute error (49.7 UFP instead of 83.8
UFP).

O D

Fig. 3. Boxplot of estimation errors by the corrected NESMA method, when
applied to the ISBSG dataset.

The boxplot of estimation errors obtained with the corrected
NESMA method is shown in Figure 3: it can be noticed that
the mean error is just above zero, while the median error is
just below zero.

The error distribution is shown in Figure 4: it can be noticed
that the distribution is much less skewed than in Figure 2.

Since the practical objective of this work is to provide
project managers with reliable predictions of functional size,
in what follows we consider only estimates provided by the
original NESMA method and corrected as described above. In
other words, we consider the following estimates:

EstSizeypp = 1.09 (7 #ILF+5 #EIF+4 #EI+5 #E0+4 #EQ)

We make reference to this estimation as the “Corrected
NESMA” method.
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Fig. 4. Boxplot of estimation errors by the corrected NESMA method, when
applied to the ISBSG dataset.

C. Method used

In essence, given a confidence level C' we aim at finding two
values kj, and kg such that a proportion C' of the actual size
measures (i.e., measures obtained via the official IFPUG FPA
process) is in the range [k, -EstSizeyrp, ki -EstSizeyrp], where
EstSizeyrp is the size estimates computed via the Corrected
NESMA method.

Finding k7, and kg would be straightforward if the estima-
tion errors obtained via the Corrected NESMA method were
normally distributed. Instead, it is not so, as shown by the
Shapiro-Wilk test.

Therefore, we proceeded as follows:

. ActualSi : ;
1) We computed the ratio %@’iﬁ for all projects in the

dataset, obtaining a set of ratios; this set was then sorted
and stored in vector vRatios.

2) We computed the quantiles from O to 1, with 0.01 steps,
of vRatios, obtaining an ordered vector vQuant.

3) We looked for two indexes ¢;, and ¢y in vQuant such
that iy — iy, + 1 = C - n, where n is the number of
projects in the dataset.

4) kr and kg are the values in vRatios having index ¢z, and
ip, respectively, i.e., vRatios[ir] and vRatios[i].

In this way, we obtain a size estimate interval that contains

a proportion C of all estimates, such that all estimation errors
outside the interval are greater than those within the interval.

D. Results obtained for the ISBSG dataset

We applied the procedure described in Section III-C for
various confidence levels. The results obtained are given in
Table III. Note that these results depend on the dataset being
used, in our case, the ISBSG dataset. In other contexts, a given
confidence level could correspond to different confidence
intervals. For instance, in the ISBSG dataset, the minimum and
maximum ratios % are 0.758 and 1.343, respectively; in
another dataset, a smaller minimum and a larger maximum
ratios are clearly possible, as shown in Section III-F.
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TABLE III
CONFIDENCE INTERVALS FOR VARIOUS CONFIDENCE LEVELS, FOR THE
ISBSG DATASET.

conf. level kr, kg

0.10 0.991 1.011
0.20 0.980 1.019
0.30 0.968 1.030
0.40 0.954 1.043
0.50 0.943 1.057
0.60 0.929 1.077
0.70 0.910 1.095
0.80 0.872 1.137
0.90 0.843 1.208
0.95 0.818 1.208
1.00 0.751 1.331

UFP
3000 4000
|

2000
|

1000

0
1

0 1000 2000 3000 4000

Corrected NESMA

Fig. 5. Corrected NESMA estimates vs. actual size in UFP, with confidence
C = 0.75, for the ISBSG dataset.

For illustration purposes, Figure 5 plots the ISBSG project
data in the plan defined by actual size (the y axis) and the
size estimated via the Corrected NESMA method (the x axis).
In the plot, the dashed blue lines represent the y = ky, = and
y = kg « lines.

E. The accuracy of the NESMA estimated method when ap-
plied to the Chinese dataset

As observed in Section I1I-B, the NESMA estimated method
tends to underestimate. Figure 6 shows that the majority of the
NESMA estimates of the Chinese dataset project size have
positive error (positive errors indicate underestimation).

As for the ISBSG dataset, the distribution of NESMA errors
is skewed (although less evidently than for the ISBSG dataset),
as shown in Figure 7. It is easy to notice that most errors are
positive.

Therefore, we corrected NESMA estimation, as we did for
the ISBSG dataset. As discussed above, we cannot just apply
the same multiplier found for the ISBSG dataset. For the
Chinese dataset, the mean actual size is 3819 UFP, while the
mean size estimated via the NESMA method is 3670 UFP.
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-400

Fig. 6. Boxplot of estimation errors by the NESMA method, when applied
to the Chinese dataset (outliers not shown).
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Fig. 7. Histogram of estimation errors by the NESMA method, when applied
to the Chinese dataset.

The ratio between these two means is approximately 1.04.
Accordingly, we correct NESMA estimates, multiplying them
by 1.04, to make the mean value of the estimates sizes equal
to the mean value of the actual sizes. In this way, we obtain
estimates that have a better error distribution (less skewed and
centered around zero) and a smaller mean absolute error (319
UFP instead of 340 UFP).

-400

Fig. 8. Boxplot of estimation errors by the corrected NESMA method, when
applied to the Chinese dataset (outliers not shown).

The boxplot of estimation errors obtained with the corrected
NESMA method is shown in Figure 8: it can be noticed that
the mean error is just above zero, while the median error is
just below zero.

The error distribution is shown in Figure 9: it can be noticed
that the distribution is less skewed than in Figure 7.

In what follows we consider the “Corrected NESMA”
estimates, obtained as follows:

EstSizeypp = 1.04 (7 #ILF+5 #EIF+4 #EI+5 #EO0+4 #EQ)
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Fig. 9. Boxplot of estimation errors by the corrected NESMA method, when
applied to the Chinese dataset.

F. Results obtained for the Chinese dataset

We applied the procedure described in Section III-C for
various confidence levels. The results obtained are given in
Table IV. As expected, the results obtained for the Chinese
datasets are different from those derived from the ISBSG
dataset: for a a given confidence level, we obtained different
confidence intervals. Specifically, the confidence intervals are
larger for the Chinese dataset than for the ISBSG dataset. For
instance, the minimum and maximum ratios % are 0.741
and 1.597, respectively, while they were 0.758 and 1.343,
respectively, for the ISBSG dataset.

TABLE IV
CONFIDENCE INTERVALS FOR VARIOUS CONFIDENCE LEVELS, FOR THE
CHINESE DATASET.

conf. level kr, ky

0.10 0.984 1.018
0.20 0.967 1.033
0.30 0.950 1.051
0.40 0.933 1.066
0.50 0.921 1.082
0.60 0.905 1.102
0.70 0.882 1.119
0.80 0.843 1.165
0.90 0.791 1.214
0.95 0.741 1.248
1.00 0.741 1.597

For illustration purposes, Figure 10 plots the ISBSG project
data in the plan defined by actual size (the y axis) and the size
estimated via the Corrected NESMA method (the x axis). In
the plot, the dashed blue lines represent the y = k; = and
y = kg x lines.

IV. DISCUSSION OF RESULTS

In the previous sections, we exploited two datasets that
collect measures from real-life projects to determine i) a
correction of the estimates provides by the NESMA method,
and ii) confidence intervals for the corrected estimates.

International Journal on Advances in Software, vol 16 no 3 & 4, year 2023, http://www.iariajournals.org/software/

188

; =]
— S P
o ; L
S - o
(=]
o
L]
S
e s
[aV]
=
(=]
(=]
O_
L]
—
D_

I I I I I
0 10000 20000 30000 40000

Corrected NESMA

Fig. 10. Corrected NESMA estimates vs. actual size in UFP, with confidence
C = 0.75, for the Chinese dataset.

The results of the study show that organizations that own
historical data like those we used can apply the procedure
illustrated in Sections III-B and III-C to derive the correction
constant and the confidence intervals that suite best their
development process.

Unfortunately, organizations that do not own historical data
like those we used cannot derive the correction constant nor
confidence intervals. However, they can adopt some rule of
thumb to improve the performances of NESMA estimates.
Specifically, the correction constant can be set to a value
between 1.04 and 1.09, based on our findings. Similarly,
confidence intervals can be defined, based on Tables III and I'V.
However, these organizations should be aware that the data
we used might not match their situations, hence both the
correction constant and the confidence intervals might not be
perfectly suited for their case.

The confidence interval can be used to perform risk analysis.
For instance, Table III shows that, given an estimate already
corrected with respect to the NESMA original prediction,
there are 30% probabilities that the actual size is more than
10% different (greater or smaller) than estimated. Most likely,
half of these 30% probabilities concern underestimation: as a
result, a project manager should consider that the probability
of underestimating functional size of 10% or more is around
15%. The risk concerning the underestimation of cost can be
then computed, if the relationship between size and cost is
known.

Finally, being the estimates obtained via the Corrected
NESMA method proportional to the estimates obtained via
the original NESMA method, the confidence intervals for
the Corrected NESMA method can be easily converted into
confidence intervals for the original NESMA method.
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V. PRACTICAL USAGE OF SIZE ESTIMATE INTERVALS

In this section, the practical utility of the proposed method
for computing confidence intervals for size is illustrated via
an example, concerning the most typical usage of functional
size metrics, i.e., effort estimation.

Suppose that Jane, a software project manager, has to
estimate the effort required for developing a new application.

For effort estimation, she is using a model, shown in Fig-
ure 11, which estimates effort based on the size of the software
to be developed. Note that the model shown in Figure 11
includes confidence intervals, which must not be confused
with the confidence intervals discussed above: these are the
confidence intervals embedded in the effort estimation model.
That is, assuming that the provided size measure represents
exactly the amount of software to be developed, the effort
estimation model shows that the required development effort
can vary because of many reasons, not connected with size:
e.g., the characteristics of non functional requirements, the
adopted process, the characteristics of developers, etc. Specif-
ically, minimum and maximum effort values are provided,
corresponding to some confidence level.
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Fig. 11. An effort model with confidence intervals.

Jane, who read this paper, estimated the size of the applica-
tion to be developed using the corrected NESMA method, and
obtained that the estimated size is 2000 UFP. According to the
model, developing an application of that size will likely take
15350 PH. With the confidence level being used, the effort will
be in the [10393, 22669] PH range, as shown in Figure 12.

Now, Jane computes the confidence interval for the esti-
mated size, using the procedure described in Section III-C.
Since the size of the application is around 2000 UFP, Jane
decides to use her company’s data concerning projects in the
[1000, 4000] UFP range to compute the confidence interval
(this example uses ISBSG data; that is, for illustration pur-
poses, we assume that Jane’s company data are identical to
ISBSG data). In this way, she finds that at a 0.75 confidence
level the size of the application to be developed is in the [1760,
2248] UFP range.
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Fig. 12. Estimated effort based on the model and on the NESMA estimation
of size.

With these values, Jane can now recompute the estimated
effort. In the optimal case, i.e., when the effort model is given
by the lower line in Figure 11 and the size of the application
is 1760 UFP, the estimated effort is 8243 PH. In the worst
case, i.e., when the effort model is given by the upper line
in Figure 11 and the size of the application is 2248 UFP, the
estimated effort is 27595 PH. The computations are illustrated
graphically in Figure 13.

30000 50000
L

Effort [PH]

10000
1

1000 1500 2000 2500 3000

Size [UFP]

Fig. 13. Estimated effort considering both the confidence intervals of the
model and those of the size estimate.

In conclusion, Jane finds out that a project that, according
to ‘one shot’ estimation (using the likely effort model and the
likely size estimate) requires 15350 PH, could instead require
27595 PH, i.e., 180% the one shot effort estimate (!) or 8243
PH, i.e., only 54% of the one shot estimate. This knowledge
will allow Jane to devise a proper risk management strategy.

VI. THREATS TO VALIDITY

The proposed approach is empirical. In fact, the context
itself suggests that a strong theoretical basis is not very
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relevant. The definition of the NESMA estimated method itself
has no theoretically strong basis: the method is based on the
simple hypothesis that, on average, data have low complexity
(in FPA terms) and transactions have mid complexity. So,
we looked for reasonable confidence intervals, although these
intervals are not statistically linked to confidence levels in a
rigorous way.

Another typical concern in this kind of studies is the gener-
alizability of results outside the scope and context of the an-
alyzed dataset. We replicated the study with two datasets that
are quite representative of real-life projects (the ISBSG dataset
is deemed the standard benchmark among the community,
and it includes data from several application domains, while
the Chinese dataset collects data from a large set of banking
and financial software projects). Therefore, our results may be
representative of a fairly comprehensive situation. The general
result we got is that the amount by which the NESMA method
underestimates depends on the considered dataset; similarly,
the confidence interval depends on the dataset. At any rate, it
is worth underlying that while the numeric results we obtained
are not applicable to datasets from different organizations, the
proposed method is generally applicable as-is, in any context,
provided that representative data are available.

VII. RELATED WORK

Measures for early software estimation were conceived
since the last decades [22]-[24]. The present study aims to
advance this field by providing statistical foundations to some
of these measures, by using confidence intervals where ap-
proaches not based on probability distributions were adopted.
For example, the “Early & Quick Function Point” (EQFP)
method [25] estimates an error of £10% of the real size of
software, for most of the times, but fails to indicate a more
robust indicator of this estimate, such as a confidence inter-
val. Several other early estimation methods were proposed:
Table V lists the most popular ones.

TABLE V

EARLY ESTIMATION METHODS: DEFINITIONS AND EVALUATIONS
Method name Definition Used functions ~ Weight Evaluation
NESMA indicative [26] [27] data fixed [4] [21], [28]-[31] [11]
NESMA estimated [26] [27] all functions fixed [4] [21], [28]-[31] [11]
Early & Quick FP [24] [32] [25]  all functions statistics ~ [11] [33]
simplified FP (sFP) [34] all functions fixed [11]
ISBSG average weights [35] all functions statistics ~ [11]
SiFP [36] data and trans. statistics ~ [13] [15]

Recently, comparisons based on the accuracy of the
NESMA estimated (alias HLFPA) method and statistical mod-
elling methods were carried out in order to assess whether
standard measures fail in underestimating or overestimating
software size [18].

A survey [37] reports how machine learning techniques
were used for software development effort estimation, report-
ing accuracy as a comparison criterion for all the methods
analysed. To the best of our knowledge, confidence intervals
are overlooked as robust indicators of the estimates done in
software size. In this respect, this study aims to emphasize the
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importance of providing robust indicators for a more reliable
comparison and precision of reporting.

VIII. CONCLUSION

The “NESMA estimated” method was proposed to estimate
the functional size of software (expressed in IFPUG Function
Points). The NESMA method assigns fixed weights to base
functional components (i.e., ILF, EIF, EI, EO and EQ), so that
it is not necessary to analyze in depth every logic data file or
transaction. This makes the method both easier and faster, and
applicable when the details needed to characterize and weight
base functional components are not yet available.

Previous studies showed that the NESMA method is suffi-
ciently accurate to be used in practice. However, it has two
possibly relevant limitations: 1) it tends to underestimate the
“real” (i.e., as obtained via the IFPUG FPA process) size of
software, and 2) it yields a single estimate, with no confidence
intervals. Both these characteristics can be be problematic for
software project managers. In fact, planning a project based
on underestimated size and, consequently, on underestimated
effort estimates usually leads to unrealistic plans. Besides,
getting a confidence interval for size estimates allows for
evaluating the risks connected with imprecise size estimates.

In this paper, we have proposed a correction for the esti-
mates yielded by the NESMA method, to avoid underestima-
tion, and a procedure to compute the confidence interval. Both
these contributions are expected to make project managers’ life
easier.

It is important to remark that both the amount by which the
NESMA method underestimates and the confidence intervals
depend on the considered dataset. Hence, it is quite advisable
that organizations that want to use the proposed techniques do
so with their own data, which are expected to represent well
the organization’s projects.
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